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Introduction

The present work originates from the attempt to present some older results, par-
tially available as lecture notes, in a unified form, as well as more recent results
on regular cones. In doing so we found that many results could be generalized
to arbitrary domains in a finite-dimensional real vector space V after a suitable
modification.

In these notes we consider domains G in V together with a positive and infinitely
often differentiable map � W G ! R. Of particular interest is the Lie group
Aut.G ; �/ of those W 2 GL.V / that map G to itself and for which there exists
an ˛.W / 2 R such that �.Wx/ D ˛.W /�.x/ for all x 2 G . Let �0x.u/ denote
the differential of � log.�.x// evaluated at u 2 V , and L.G ; �/ the set of those
T 2 End.V / for which �0x.T x/ is independent of x 2 G . It turns out that L.G ; �/

is a Lie algebra of endomorphisms that is closely related to the Lie algebra of
Aut.G ; �/. For example, if � diverges to1 at the boundary of G , then both Lie
algebras coincide (see I, §1).

Of particular importance are the cases in which Aut.G ; �/ acts transitively on G ,
or in which Aut.G ; �/ has an open orbit in G . This situation can be described as
G containing an open orbit of a linear group � and � W G ! RC being a relative
invariant of � . In order to determine the properties of G and � it is therefore
reasonable to choose � maximal, that is, to set � D Aut.G ; �/. Note that we will
not only consider this “maximal” situation. In I, §2 the vector space of relative
invariants of a given group � � Aut.G / is studied and described via the Lie
algebra of � , in case this Lie algeba is algebraic.

The fact that in many places we set � D Aut.G ; �/ is one aspect which distin-
guishes the present work from the investigations of Sato and Kimura [14]. An-
other difference lies in the choice of the base field R rather than C, and the fact
that there are no assumptions made about Aut.G ; �/.

Let us remark that in many applications the group Aut.G ; �/ is not reductive. The
reader can find a wealth of examples in I, §5.

The existence of an open orbit of Aut.G ; �/ in G can be expressed by the exis-
tence of a linear injection u 7! R.u/ of V in the Lie algebra Lie.Aut.G ; �// of
Aut.G ; �/. This well-known fact allows us to define an algebra R on V via the
product .u; v/ 7! uv D R.v/u. If R has an identity element e 2 G , then � is
uniquely determined on R by the linear form � D �0e (II, Theorem 2.1). It seems
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remarkable that in this case certain algebraic relations hold for the pair .R; �/ (II,
Lemma 1.1). Therefore, we will study algebras R with identity element e together
with a “closed” linear form � in Chapter II. Here, � is called closed if .R; �/ sat-
isfied the aforementioned relations. Of particular interest is the case where � is
exact, that is, it can be represented in the form �0e with a map � that is defined on
a domain G .R; �/ determined by R and � alone (II, §3). These investigations are
applied to an associative algebra in II, §5. It turns out that the associative alge-
bras R for which all closed linear forms are exact are precisely those for which
R=Rad R only has central-simple summands.

Another way to define an algebra on V through � is described in I, §4. To any
“non-degenerate” � W G ! R and every e 2 G we can associate in a canonical
way a commutative (but in general not associative) algebra A.�; e/ on V . This
construction can be found in several places in the literature, for example [8, 16].
It turns out A.�; e/ is a Jordan algebra if and only if the left-multiplication of
A.�; e/ is contained in Lie.Aut.G ; �//. In this case G .A; �0x/ is the connected
component containing e of the group of invertible elements of A D A.�; e/. This
is the case if the “dual” object G �;e for a non-degenerate � equals G , that is, if G

is “self-dual” (II, §4).

Note that among the homogeneous regular cones K precisely those are self-dual
for which the tube domain V C iK is symmetric. In this case K is easily de-
scribed by A [1, 8]. Also the general case of a regular homogeneous cone or of
a homogeneous Siegel domain can be described with the help of the algebras A,
compare [3, 4].

Notation

Let V denote a real vector space of positive finite dimension. Let End.V / denote
the algebra of endomorphisms of V , and GL.V / the general linear group of V . By
V .n/, n � 1, we mean the vector space of n-fold linear symmetric map from V n

toR, and by V � D V .1/ we mean the dual space of V . In the natural topology of a

finite-dimensional real vector space, let
ı

A denote the (open) interior of a subset A,
and let A denote the closed hull of A. RC denotes the set of positive real numbers.

Let G always denote a non-empty open domain in V . By C1.G / we mean the
set of infinitely often differentiable maps � W G ! R, and by C1C .G / the set of
positive maps from C1.G /.
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For a closed subgroup � of GL.V /, we let Lie.� / denote the Lie algebra of
endomorphisms of V of the Lie group � , that is,

Lie.� / D fT 2 End.V / j exp.�T / 2 � for all � 2 Rg:

If � is a symmetric and non-degenerate bilinear form on V , and T 2 End.V /,
then T � denotes the adjoint endomorphism of T with respect to � . For a subset
T of End.V / let T� D fT � j T 2 Tg.

Part I

Relative invariants of domains

§1 Certain subgroups of the automorphism group
of a domain

1 Let V 0 be another finite-dimensional real vector space. For a continuously
differentiable map f W G ! V 0 and u 2 V we define the directional derivative
by

�uxf .x/ D
d

d�
f .x C �u/j�D0; x 2 G :

For fixed x 2 G the map u 7! �uxf .x/ is then linear. Under obvious assumptions,
the chain rule holds,

�ux.f ı g/.x/ D �
v.x/
y f .y/jyDg.x/ with v.x/ D �uxg.x/:

Given � 2 C1C .G /, n � 1, define for � maps �.n/ W G ! V .n/, x 7! �
.n/
x , via

�.n/x .u1; : : : ; un/ D .�1/
n�u1x � � ��

un
x log.�.x//; x 2 G :

For short, write �0 D �.1/, �00 D �.2/, etc. Note that these are derivatives of log.�/
and not of �.

From the definition,

�.nC1/x .u1; : : : ; un; v/ D ��
v
x�
.n/
x .u1; : : : ; un/:

The domain G is called a cone of x 2 G implies �x 2 G for � > 0. The positive
map � W G ! R is called (positively) homogeneous if G is a cone and if there is
� 2 R such that �.�x/ D ���.x/ for all x 2 G and � > 0.
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If � is homogeneous, then �.n/ W G ! V .n/, n � 1, is homogeneous of degree �n
and Euler’s differential equations hold:

�.nC1/x .u1; : : : ; un; v/ D ��
x
x�
.n/
x .u1; : : : ; un/ D n�

.n/
x .u1; : : : ; un/:

Let Aut.G / denote the group of those W 2 GL.V / that map G to itself. A
W 2 GL.V / belongs to Aut.G / if and only ifW maps both G and the boundary of
G to itself. Then Aut.G / is a closed subgroup of GL.V /. The elements of Aut.G /
are called automorphisms of G . For � 2 C1C .G / let Aut.G ; �/ denote the set of
those W 2 Aut.G / for which there exists ˛.W / > 0 with �.Wx/ D ˛.W /�.x/

for all x 2 G . Clearly ˛.W / is uniquely determined by W . Aut.G ; �/ is a closed
subgroup of Aut.G / and ˛ a continuous homomorphism of Aut.G ; �/ to the posi-
tive real numbers. We see directly that Aut.G ; ��/ D Aut.G ; �/ for all real num-
bers � ¤ 0. From the chain rule we get

�0Wx.W u/ D �
0
x.u/; �00Wx.W u;W v/ D �

00
x.u; v/; etc. (1.1)

for all W 2 Aut.G ; �/, x 2 G , u; v 2 V .

2 To study the Lie algebra Lie.Aut.G ; �// of Aut.G ; �/, we need

Lemma 1.1 For T 2 End.V /, the following are equivalent:

(a) �0x.T x/ D �
0
y.Ty/ for x; y 2 G .

(b) �00x.T x; u/ D �
0
x.T u/ for x 2 G and u 2 V .

If � is homogeneous, then these are equivalent to:

(c) �000x .T x; u; v/ D �
00
x.T u; v/C �

00
x.u; T v/ for x 2 G and u; v 2 V .

PROOF: By definition of �0 and �00,

�ux�
0
x.T x/ D ��

u
x�

Tx
x log.�.x//

D ��Tux log.�.x// ��Txx �ux log.�.x//

D �0x.T u/ � �
00
x.T x; u/:

Then the equivalence of (a) and (b) follows. By applying �vx , (c) follows from
(b), and (c) implies that �00x.T x; u/ � �

0
x.T u/ does not depend on x and is homo-

geneous of degree �1. So (c) also follows from (b). }
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The vector space of T 2 End.V / that satisfy one of the conditions in Lemma 1.1 is
denoted by L.G ; �/. Because of (1.1), T 2 L.G ; �/ implies W �1T W 2 L.G ; �/

for W 2 Aut.G ; �/. Part (a) of Lemma 1.1 shows that

��.T / D �.T / D ��
0
x.T x/; T 2 L.G ; �/; (1.2)

does not depend on x 2 G . Hence � is a linear form on L.G ; �/. From (1.1),

�.W �1T W / D �.T / for T 2 L.G ; �/;W 2 Aut.G ; �/: (1.3)

Lemma 1.2 L.G ; �/ is a Lie algebra of endomorphisms of V , and �.ŒT; S�/ D 0
for all T; S 2 L.G ; �/.

PROOF: For T; S 2 L.G ; �/, set u D Sx in part (b) of Lemma 1.1 and obtain
�00x.T x; Sx/ D �

0
x.TSx/. Exchange T and S , subtract and obtain �0x.ŒT; S�x/ D

0. Now part (a) of Lemma 1.1 shows that ŒT; S� 2 L.G ; �/ and that �.ŒT; S�/ D 0
holds. }

3 By definition, � is associated to a continuous homomorphism ˛ of Aut.G ; �/
to the positive real numbers RC. For T 2 Lie.Aut.G ; �//, exp.�T /, � 2 R, is a
one-parameter subgroup of Aut.G ; �/ such that � 7! ˛.exp.�T // is a continuous
homomorphism to RC. Thus there is a � 2 R with ˛.exp.�T // D e�. First,
we study the analogous situation for T 2 L.G ; �/ and indicate the relation to
Lie.Aut.G ; �//.

Lemma 1.3

(a) Lie.Aut.G ; �// D Lie.Aut.G // \ L.G ; �/.

(b) Let x 2 G , T 2 L.G ; �/ and I an open interval inR. If also exp.�T /x 2 G

for � 2 I , then �.exp.�T /x/ D e��.T /�.x/ for all � 2 I .

(c) For T 2 Lie.Aut.G ; �// and x 2 G , we have �.exp.�T /x/ D e�.T /�.x/.

PROOF: For T 2 End.V /, x 2 G and � 2 R set W D exp.�T /. If I is an open
interval of R for which Wx 2 G for � 2 I holds, then set '.�/ D log.�.Wx//.
The chain rule then gives

P'.�/ D ��0Wx.
PW x/ D ��0Wx.T Wx/; � 2 I: (1.4)
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If T 2 Lie.Aut.G ; �//, then P'.�/ D d
d� log.˛.W // is independent of x, and (1.4)

shows for � D 0 that T belongs to L.G ; �/ by Lemma 1.1 (a). For T 2 L.G ; �/

we have for the same reason P'.�/ D �.T / such that �.Wx/ D e��.T /�.x/ for
� 2 I . If also T 2 Lie.Aut.G //, this statement holds for all � . This proves the
lemma. }

4 By (b) of Lemma 1.3, we clearly obtain for G D V nf0g that L.G ; �/ D

Lie.Aut.G ; �//. For arbitray domains and arbitrary � one cannot expect such a
general statement. The previous arguments remain valid if G is replaced by a
subset of G . In doing so, L.G ; �/ need not necessarily change, while Aut.G ; �/
can degenerate to the trivial group. But one can expect the same result if the
function � defines the domain G .

The map � 2 C1C .G / is called exploding if �.x/ diverges to C1 as x converges
to a boundary point of G .

Theorem 1.4 If � is exploding, then:

(a) L.G ; �/ D Lie.Aut.G ; �//.

(b) �.exp.�T /x/ D e�.T / for all x 2 G , T 2 Lie.Aut.G ; �//.

PROOF: By continuity, for T 2 L.G ; �/ and x 2 G there exists " > 0 with

exp.�T /x 2 G for j� j < ": (1.5)

With Lemma 1.3 (b) it follows

�.exp.�T /x/e��.T /�.x/ for j� j < ": (1.6)

Let ! be the supremum of those " for which (1.5) and (1.6) hold. If ! is finite,
define points y˙ by y˙ D exp.˙!T /x. Since � remains finite for � ! ˙!
by (1.6), neither yC nor y� is a boundary point of G . Thus we can again apply
Lemma 1.3 (b) again and obtain " > 0, such that (1.5) and (1.6) hold for x D y˙.
But then (1.5) and (1.6) hold for all � with j� j < !C", contradicting our assump-
tion. Hence ! D C1 and (1.6) holds for all � 2 R. So T 2 Lie.Aut.G ; �// and
the remaining assertion follows from Lemma 1.3 (a). }

7



5 A map f from G to another real vector space V 0 is called rational map (or
polynomial map), if the components of f with respect to a basis of V 0 are rational
(polynomial, respectively) in the components of a basis of V . In I.§3 we will see
that for a large class of maps � the associated map �0 W G ! V is rational.

More generally, consider a rational map � W G ! V �. Then there exist polynomi-
als � W G ! R and � W V ! V � such that

�x D
1

�.x/
�x for all x 2 G : (1.7)

Here, � can be chosen such that � is an exact denominator of �, that is, no non-
constant divisor of � is contained in � . In this case the representation (1.7) is
called reduced. For polynomials � W V ! R we define

D.�/ D fx 2 V j �.x/ ¤ 0g: (1.8)

If � is an exact divisor of �, then � is defined on D.�/ and real analytic.

If � is given by a reduced representation (1.7), then � .�/ denotes the set of those
W 2 GL.V / that satisfy the two conditions

�.x/�.Wx/ D �.Wx/�.x/ for x; y 2 V; (1.9)

�.y/�x.W u/ D �.Wy/�x.u/ for x; y 2 V: (1.10)

One easily verifies:

Lemma 1.5 If � W G ! V � is rational and � is an exact denominator of �, then:

(a) � .�/ is a linear algebraic subgroup of GL.V /.

(b) W 2 GL.V / belongs to � .�/ if and only ifWD.�/ D D.�/ and �Wx.W u/ D
�x.u/ hold for x 2 D.�/, u 2 V .

6 Let once more � 2 C1C .G /. If �0 W G ! V � is rational, then the arguments of
5. can be applied to � D �0: As in (1.7) we write

�0x D
1

�.x/
�x (1.11)

with exact denominator � D �� of �0. With the notation from (1.8) we obtain:
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Lemma 1.6 Let U be a neighborhood of 0 in Rn and ' 2 C1.U /. If there
exist coprime polynomials � and � such that '.x/ D �.x/

�.x/
holds for all x D

.x1; : : : ; xn/ 2 U with �.x/ ¤ 0, then �.0/ ¤ 0.

PROOF: Without loss of generality we may assume that '.0/ D 0. Set

 .x1; : : : ; xnC1/ D �.x1; : : : ; xn/ � xnC1�.x1; : : : ; xn/:

Then W RnC1 ! R is real analytic and .x1; : : : ; xn; '.x1; : : : ; xn// D 0 holds.
Then ' is also real analytic at 0 (cf. Malgrange [10], VI, Example 3.11.2).

Now consider a holomorphic extension of ' on a connected neighborhood QU of
0 in Cn and obtain '.z/ D �.z/

�.z/
for all z D .z1; : : : ; zn/ 2 QU . We may further

assume without loss of generality that � is irreducible over C. If also �.0/ D 0,
then � vanishes on M \ QU , where M D fz 2 Cn j �.z/ D 0g. The � vanishes
on the irreducible variety M and � is a divisor of � . }

Lemma 1.7 If for � 2 C1C .G / the map �0 W G ! V is rational and � is an exact
denominator of �0, then:

(a) G � D.�/.

(b) Aut.G ; �/ is a closed subgroup of the linear algebraic group � .�0/.

PROOF: For fixed u 2 V and a 2 G apply Lemma 1.6 to '.x/ D �0aCx.u/. It
follows that �.a/ ¤ 0, that is, part (a).

To prove (b), apply (1.1) and Lemma 1.6. }

Theorem 1.8 If � 2 C1C .G / is exploding, �0 W G ! V � and � an exact denomi-
nator of �0, then:

(a) G is a connected component of D.�/.

(b) Aut.G ; �/ is a closed subgroup of finite index in � .�0/.

(c) Lie.Aut.G ; �// D Lie.� .�0// D L.G ; �/ is the Lie algebra of a linear
algebraic group.

PROOF: (a) Suppose there exists a on the boundary of G with �.a/ ¤ 0. On
the open set D.�/ there exists a rational differential form � that coincides with
�0 on G \D.�/. From the closedness of �0 we obtain the closedness of �. Since
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a 2 D.�/, there exists (after a choice of norm on V ) an open ball U centered at
a and a differentiable map  W U ! R with �ux .x/ D ��

0
x.u/ for x 2 U and

u 2 V . But on G \ U , log.�/ is a solution to this differntial equation, so that  
and log.�/ differ only by a constant on the connected component of G \ U . Now
let x 2 G \ U . Consider the line g.�/ D x C �.a � x/ and define

�0 D supf" > 0 j g.�/ 2 G for all � with 0 � � � "g:

Clearly �0 > 0, g.�0/ lies in the boundary of G , and the line segment S be-
tween x and g.�0/ is contained in a connected component of G \ U . Thus on the
one hand the maps  and log.�/ differ along S only by a constant, on the other
hand log.�.g.�/// diverges for � ! �0, while  .g.�// remains finite. Therefore,
�.a/ D 0 for a on the boundary of G . The claim now follows from part (a) of
Lemma 1.6.

(b) By Whitney’s Theorem (cf. [17], Theorem 3) the algebraic set D.�/ has only
finitely many connected components in the natural topology of V , which are per-
muted by the W 2 � .�0/. Then � has finite index in � .�0/. By part (a), G

is a connected component of D.�/. Hence W G D G for all W 2 � , hence
� � Aut.G /. By Lemma 1.5 (b), �0Wx.W u/ D �0x.u/ for all x 2 G , u 2 V ,
W 2 � , and therefore �.Wx/ D ˛.W /�.x/ for x 2 G , W 2 � with suitable
˛ W � ! RC. It follows that � � Aut.G ; �/. Together with Lemma 1.7 (b) the
claim follows.

(c) By part (b), the Lie algebras of Aut.G ; �/ and � .�0/ coincide. The claim now
follows from Theorem 1.4 (a) and Lemma 1.5. }

§2 Relative invariants

1 Given a closed connected subgroup � of Aut.G /, we are interested in the set
R.G ; � / of those � 2 C1C .G / with � � Aut.G ; �/. The elements of R.G ; � / are
called relative invariants of G with respect to � . By definition there exists for any
� 2 R.G ; � / a uniquely defined homomorphism ˛� W � ! RC such that

�.Wx/ D ˛�.W /�.x/ for x 2 G ; W 2 �: (2.1)

Clearly R.G ; � / is a real vector space with pointwise multiplication taken for
addition and .�; �/ 7! ��, � 2 R, taken as scalar multiplication. It contains the
constant maps RC as a subspace.
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Consider also the set H.� / of continuous homomorphisms ˇ W � ! RC, which
can be considered a real vector space in the same manner. Every ˇ 2 H.� / is
real analytic on the Lie group � (cf. Helgason [6, Chapter II]). By construction,

˚ W R.G ; � /! H.� /; � 7! ˛�;

defines a homomorphism of vector spaces. If we write

I.G ; � / D f� 2 R.G ; � / j �.Wx/ D �.x/ for W 2 � g;

then ker˚ D I.G ; � /.

2 After a choice of a 2 G let �a denote the subgroup of those W 2 � with
Wa D a, and letH.�; a/ denote the subspace of those ˇ 2 H.� /with ˇ.W / D 1
for allW 2 �a. ClearlyH.�; a/ is independent of a for transitive � . By (2.1), ˚
induces an injective homomorphism

˚� W R.G ; � /=I.G ; � /! H.�; a/; � ker˚ 7! ˚.�/ D ˛�;

of vector spaces.

Lemma 2.1 If � acts transitively on G , then ˚� is an isomorphism.

PROOF: Given ˇ 2 H.�; a/, define �.x/ D ˇ.W / for x D Wa with W 2 � .
Thus � is well-defined on G , real analytic and ˚�.�/ D ˛� D ˇ holds.

For � 2 R.G ; � /, � is contained in Aut.G ; �/. By Lemma 1.3 (a) it then follows
that Lie.� / � L.G ; �/. By (1.2) � is then associated to a linear form �� of
Lie.� /. It is easy to verify that

	 W R.G ; � /! Lie.� /�; � 7! ��;

is a homomorphism of vector spaces.

Now set
�.G ; �/ D

\
�2R.G ;� /

ker��; (2.2)

and obtain ŒLie.� /;Lie.� /� � �.G ; � / by Lemma 1.2. Moreover, use Lemma
1.3 to check that�.G ; � / contains the Lie algebras of all stabilizer subgroups �a,
a 2 G , as well as the Lie algebras of all compact subgroups of � . }

By definition �� for � 2 R.G ; � / vanishes on �.G ; � / and thus induces a linear
form ��� W Lie.� /=�.G ; � /! R defined by ���.T C�.G ; � // D ��.T /.
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Lemma 2.2

(a) ker	 D I.G ; � /.

(b) 	 induces an isomorphism of vector spaces via

	� W R.G ; � /=I.G ; � /! .Lie.� /=�.G ; � //�; �I.G ; � / 7! ���:

PROOF: (a) � 2 R.G ; � / lies in ker	 if and only if ��.T / D 0 for all T 2
Lie.� /. By Lemma 1.3 (c) this is equivalent to �.exp.T /x/ D �.x/ for x 2 G

and T 2 Lie.� /. As � was assumed to be connected, � is � -invariant.

(b) 	� is well-defined and a homomorphism of vector spaces. If �I.G ; � / is
in ker	�, then ��.T / D 0 for all T 2 Lie.� /, which implies � 2 ker	 D
I.G ; � /. Thus 	� is injective. To prove surjectivity of 	�, note first that there
are �1; : : : ; �r 2 R.G ; � / with�.G ; � / D ker�1\ : : :\ker�r , where �i D ��i .
Choose r minimal such that the ��1; : : : ; �

�
r are a basis of .Lie.� /=�.G ; � //�.

For an arbitrary� D 1��1C: : :Cr�
�
r of .Lie.� /=I.G ; � //�, set � D �11 � � � �

r
r

and verify that ��� D �. Thus 	� is surjective. }

Corollary 1 If �.G ; � / D Lie.� /, then R.G ; � / D I.G ; � /.

Corollary 2 R.G ; � /=I.G ; � / is finite-dimensional.

3 Now we wish to study �.G ; � / more closely. We need the following:

Lemma 2.3 Let ˝ � GL.V / be a connected Lie subgroup of GL.V /. Let
� W Lie.˝/ ! R be a homomorphism of Lie algebras. The the following are
equivalent:

(a) There is a continuous homomorphism ˛ W ˝ ! RC with d˛ D �.

(b) ker� contains the Lie algebras of all compact subgroups of ˝.

(c) ker� contains the Lie algebras of all compact subgroups of the radical of
˝.

PROOF: (1) Clearly is is sufficient to prove (c) ) (a). To this end, we write
(following Hochschild [7, XVIII, Theorem 4.3]) ˝ D ˝1 � ˝2 as a semidirect
product of a reductive group˝1 and a simply connected solvable normal subgroup
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˝2 of ˝. Clearly, ˝1 and ˝2 are connected. Moreover, from the proof of [7,
XVIII, Theorem 4.2] we infer that ˝1 D ˝11˝12 for a connected semisimple
subgroup ˝11 and a connected compact subgroup ˝12 which is contained in the
radical of ˝.

(2) Now let Q̨ W ˝2 ! RC the uniquely determined Lie group homomorphism
that satisfies d Q̨ D �jLie.˝2/.

(3) According to [7, XII, Theorem 2.2, 3.1], the normal subgroup Œ˝;˝2� gen-
erated by fWAW �1A�1 j W 2 ˝;A 2 ˝2g � ˝2 is a connected closed
subgroup of ˝2 with Lie algebra Lie.Œ˝;˝2� D ŒLie.˝/;Lie.˝2/�. Then
ŒLie.˝/;Lie.˝2/� � ker� \ Lie.˝2/, so that ŒLie.˝/;Lie.˝2/� � ker d Q̨ .
Now Œ˝;˝2� is generated by ŒLie.˝/;Lie.˝2/�, hence Œ˝;˝2� � ker Q̨ .

(4) Now define ˛ W ˝1 �˝2 ! RC, WA 7! Q̨ .A/. Then ˛ is continuous and for
all W , LW 2 ˝1, A, LA 2 ˝2, we have

˛.WA LW LA/ D ˛.W LW LW �1A LW LA/ D Q̨ . LW �1A LW LA/ D Q̨ . LW �1A LWA�1A LA/

D Q̨ .A LA/ D Q̨ .A/ Q̨ . LA/ D ˛.WA/˛. LW LA/:

Thus ˛ is a homomorphism of groups.

(5) Verify d˛.T1 C T2/ D d Q̨ .T2/ D �.T2/ for all T1 2 Lie.˝1/, T2 2 Lie.˝2/.
Taking into account (1), we obtain Lie.˝1/ D Lie.˝11/C Lie.˝12/. As ˝11 is
semisimple, Lie.˝11/ � ker� holds. Furthermore˝12 is compact and contained
in the radical of ˝. By assumption it follows that Lie.˝12/ � ker� and we
obtain Lie.˝1/ � ker�. Thus d˛.T1 C T2/ D �.T2/ D �.T1 C T2/ and the
lemma is proven. }

The above lemma is now applied to ˝ D � . Note that in this paragraph � is
assumed to be connected and closed in Aut.G/.

Theorem 2.4 If � acts transitively on G and the stabilizer �e at e 2 G , has
only finitely many connected components, then for every maximal compact Lie
subalgebra m of Lie.� /

�.G ; � / D ŒLie.� /;Lie.� /�C Lie.�e/Cm

holds.

PROOF: For short, write a D ŒLie.� /;Lie.� /� C Lie.�e/ C m. Note that
the map � 7! O�� with O��.T C a/ D ��.T / defines an injective homomorphism
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R.G ; � / ! .Lie.� /=a/�. By a � �.G ; � / and Lemma 2.2 it is for dimension
reasons sufficient to show that this map is surjective. Let � W Lie.� / ! R be a
linear map whose kernel contains the ideal a. Then � is a homomorphism of Lie
algebras and m � ker� holds. If m0 is another maximal compact Lie subalgebra
of Lie.� /, then there is a W 2 � with Wm0W �1 D m (cf. [11]). Now, �
is connected and exp.ad.T // D Ad.exp.T //, so that �.m0/ D �.Wm0W �1/ D

�.m/ D 0 follows.

Thus ker� contains the Lie algebras of all compact subgroups of � . By Lemma
2.3 there exists a homomorphism ˛ W � ! RC that satisfies d˛ D �.

Since Lie.�e/ � ker d˛, the identity component � ıe of �e is contained in ker˛.
As � ıe has finite index in �e, this implies �e � ker˛. By Lemma 2.1 there exists
� 2 R.G ; � / with ˛� D ˛ and �.e/ D 1. With this we verify that �� D d˛ D �

holds (see Lemma 1.3), and the claim is proved. }

With regard to Lemma 3.1, the following corollary is of interest. It shows that the
prerequisites for Theorem 2.4 hold at least for the identity component Aut.G ; �/ı

in the case of transitive Aut.G ; �/. As usual, a Lie algebra a � End.V / of en-
domorphisms is called algebraic if there exists an algebraic subgroup of GL.V /
with Lie algebra a.

Corollary 1 If � acts transitively on G and Lie.� / is algebraic, then

�.G ; � / D ŒLie.� /;Lie.� /�C Lie.�e/ D m

holds for every maximal compact Lie subalgebra m of Lie.� /.

PROOF: Let O� be an algebraic subgroup of GL.V / with Lie. O� / D Lie.� /.
As � is assumed connected, the connected component O� ı of id in O� coincides
with � . Now set O�e D fW 2 O� j We D eg. Then O�e is an algebraic group and
O�e \ � D �e. Thus we can easily see that the connected components � ıe and O� ıe

of id coincide. By [17], O� ıe has finite index in O�e, hence � ıe has finite index in �e,
since � ıe D O�

ı
e � �e �

O�e. Now the claim follows from Theorem 2.4. }

4 An � 2 C1C .G / is called non-degenerate if the bilinear form �00x is non-
degenerate. If O�.x/, for x 2 G , denotes the absolute value of the functional
determinant of the map �0 W G ! V �, then � is non-degenerate if and only if O� is
positive on G .
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Now suppose � is non-degenerate. As the absolute value of the functional deter-
minant of �0 W G ! V � coincides with O�, �0 W G ! V � is an open map and
G � D f�0x j x 2 G g is a domain in V �. From (1.1) it follows that

O�.Wx/ D det.W /�2 O�.x/ for x 2 G ; W 2 Aut.G ; �/; (2.3)

so in particular,
Aut.G ; �/ � Aut.G ; O�/: (2.4)

Thus the corresponding inclusion holds for the respective Lie algebras. Analo-
gously,

Lemma 2.5 If � is non-degenerate, then L.G ; �/ � L.G ; O�/.

PROOF: Again let � D �� be the linear form of L.G ; �/ defined by (1.2). For x 2
G choose a compact neighborhoodU of x in G and " > 0 such that exp.�T /y 2 G

for y 2 U and j� j < ". By Lemma 1.3 (b), �.Wy/ D e��.T /�.y/ for y 2 U ,
j� j < " and W D exp.�T /. After taking the logarithm and differentiating twice
with respect to y, we obtain �00Wy.W u;W v/ D �

00
y.u; v/. Analogously to (2.3) this

implies

O�.Wy/ D det.W /�2 O�.y/ for W D exp.�T /; y 2 U; j� j < ":

By taking the logarithm again, differentiating again with respect to � and setting
� D 0, we obtain O�0x.T x/ D �2 tr.T /, because log.det.W // D �� tr.T /. As
x 2 G is arbitrary, it follows that T 2 L.G ; O�/ from Lemma 1.1. }

5 As in 1. we consider the vector space R.G ; � /, which contains the constant
maps RC as a vector subspace. Clearly the notion of “non-degeneracy” carries
over to elements of R.G ; � /=RC.

Lemma 2.6 If � acts transitively on G , then the set of non-degenerate elements
of R.G ; � /=RC is either empty or is dense in R.G ; � /=RC.

In the latter case, R.G ; � / contains a basis of non-degenerate elements.

PROOF: After choosing a 2 G , the elements of R.G ; � /=RC are represented
by � 2 R.G ; � / with �.a/ D 1 in the following. Given non-degenerate � and
arbitrary �, consider the element � D ��� of R.G ; � /, for � 2 R. We obtain
� 00x D �

00
x C ��

00
x , so that O�.x/ is positive for all sufficiently small non-zero � . As �

acts transitively, the claim follows from (2.3). }
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§3 Homogeneous domains

1 The domain G is called homogeneous if the group Aut.G / (cf. §1.1) acts tran-
sitively on G . For a subgroup � of GL.V / and a 2 V , we call � a D fWa j W 2
� g the orbit of � through a. If G is homogeneous, then G coincides with the orbit
through a 2 G of Aut.G / for every a.

In an obvious generalization of the results of Vinberg [16, Chapter I, §6, Proposi-
tions 13, 14], we have

Lemma 3.1 If � is a connected subgroup of Aut.G / that acts transitively on G ,
then:

(a) The identity component N0.� / of the normalizer N.� / of � in GL.V / is
contained in the identity component Aut.G /0 of Aut.G /.

(b) N.� / is a linear algebraic group.

PROOF: For a 2 G choose a connected neighborhood U of the identity in GL.V /
withWa 2 G for allW 2 U . ForW 2 N.� /\U , we then haveW G D W� a D

W�W �1Wa D � Wa D G . We obtain N.� / \ U � Aut.G /0, that is, part (a)
holds.

For (b), W 2 GL.V / is contained in N.� / if and only if W Lie.� /W �1 �

Lie.� /. }

For � D Aut.G /0 we obtain:

Corollary 1 If G is homogeneous, then:

(a) The positive multiples of the identity belong to Aut.G /.

(b) G is a cone.

(c) Lie.Aut.G // is a Lie algebra of a linear algebraic group.

Compare with part (c) of Theorem 1.8.

In the following we study maps � 2 C1C .G / for which the subgroup Aut.G ; �/
of Aut.G / acts transitively on G . In this case G is a cone. The multiples of the
identity belong to Aut.G ; �/ if � is homogeneous.
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2 In the following, algebras on V will play an important role. A pair .V; �/ is
called an algebra on V , if .u; v/ 7! uv defines a product, that is, if V � V ! V ,
.u; v/ 7! uv is bilinear. The algebra .V; �/ defines two linear maps L and R of V
to End.V /, via

uv D L.u/v D R.v/u:

We call L the left- and R the right-multiplication of .V; �/.

Let T be a Lie algebra of endomorphisms of V . Let .G ;T ; e/ denote the set of
those algebras R D .V; �/ with the following properties:

(A) R has e as a left-identity element, and e 2 G .

(B) Let R denote the right-multiplication on R. Then R.u/ 2 T for all u 2 V .

For T D Lie.Aut.G ; �// write .G ; �; e/ D .G ;T ; e/ for short.

Lemma 3.2 If � is a closed subgroup of Aut.G / with an open orbit through e 2
G , then:

(a) For all S 2 Lie.� / with Se ¤ 0 there exists R D .V; �/ in .G ;Lie.� /; e/

with u � .Se/ D Su for all u 2 V .

(b) If the identity belongs to Lie.� /, then there exists R in .G ;Lie.� /; e/ that
has e as identity element.

PROOF: (a) Set H0 D fT 2 Lie.� / j Te D 0g and write Lie.� / D H0 ˚H1

as a direct sum of vector subspaces, with S 2 H1. Since the orbit of � through
e is open, it follows, for example from Helgason [6, Chapter II, Theorem 3.2,
Proposition 4.3], that T 7! Te is a surjection from Lie.� / onto V . Then T 7! Te

is an isomorphism from H1 to V . Now choose a linear injection F W V ! H1

with F.e/ D S and set Au D F.u/e. After a choice of F , A is linear and
injective, so that A 2 GL.V /. Setting R.u/ D F.A�1u/ it follows now that
R.u/e D F.A�1u/e D u for all u 2 V and R.Se/ D R.F.e/e/ D R.Ae/ D

F.e/ D S . Now define the algebra R on V via the product uv D R.v/u and
obtain (a).

(b) In part (a) set S D id. }

If there is an R in .G ; �; e/, then exp.R.u/, u 2 V , belongs to Aut.G ; �/ and e is
an inner point of the orbit of Aut.G ; �/ through e. We thus obtain:

Corollary 1 .G ; �; e/ is non-empty if and only if the orbit of Aut.G ; �; e/ has an
open orbit through e.
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3 Suppose R is an algebra in .G ; �; e/ with product uv D L.u/v D R.v/u.
Note that the existence of such an algebra R is guaranteed by the above corollary
if Aut.G ; �/ acts transitively on G . For the left-identity e of R we haveL.e/ D id,
so that det.L.x// is not the zero-polynomial. In the following let u; v 2 V and
x 2 G with det.L.x// ¤ 0 be chosen. In Lemma 1.1 set T D R.v/ and obtain
�0x.xv/ D �

0
e.v/ and �00x.xv; u/ D �

0
x.uv/. This means

�0x.u/ D �
0
e.L
�1.x/u/ (3.1)

and
�00x.u; b/ D �

0
e.L
�1.x/L.u/L�1.x/v/: (3.2)

From (3.1) and Lemma 1.6 we deduce:

Theorem 3.3 If .G ; �; e/ is non-empty, then � is real analytic and the map �0 W
G ! V �, x 7! �0x is rational.

This result was proven in special cases by Rothaus [13] and Vinberg [16, Chapter
III, §4].

By (3.1), the function � is determined by the linear form �0e of V and any algebra
in .G ; �; e/ up to a factor. In II, §2 we will investigate this relationship further.

For another application consider a map � W G ! R that is non-degenerate in the
sense of §2.4. We saw there that �0 W G ! V �, x 7! �0x is an open map from G to
the domain G � D f�0x j x 2 G g.

Theorem 3.4 If � is non-degenerate and if Aut.G ; �/ acts transitively on G , then
the map �0 W G ! G � is bijective.

PROOF: By definition of G � we only need to show the injectivity of this map. Let
x; y 2 G with �0x D �

0
y be given. By assumption, there existsW 2 Aut.G ; �/with

x D We. For y D Wz, �0e D �0z follows from (1.1). The corollary after Lemma
3.2 allows to pick an algebra R in .G ; �; e/ and evaluate �0e D �

0
z at zu D L.z/u.

By (3.1) it follows that �0x.zu/ D �0z.zu/ D �0e.u/ for all u 2 V . By (3.2),
�00e.u; v/ D �

0
e.uv/, so that �00e.z; u/ D �

00
e.e; u/ follows. As the symmetric bilinear

form .u; v/ 7! �00e.u; v/ was assumed to be non-degenerate, it follows that z D e

and thus x D y. }

A more precise analysis of the map �0 W G ! G shows that �0 is even birational.
This is explored in II, §4.
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4 If � is a subgroup of Aut.G /, then � is called a � -invariant if

(I.1) � 2 C1C .G /.

(I.2) � is exploding.

(I.3) �.Wx/ D det.W /�2�.x/ for all x 2 G and W 2 � .

The last condition implies � � Aut.G ; �/. It is known that Aut.G /-invariants
exist in important cases. If � acts transitively on G , the (I.3) shows that a � -
invariant is uniquely determined up to a constant factor.

A summary of the results so far:

Theorem 3.5 If � is a closed subgroup of Aut.G /, � a � -invariant and if .G ;Lie.� /; e/,
e 2 G , is non-empty, then:

(a) � W G ! R is real-analytic.

(b) � 0 W G ! V �, x 7! � 0x, is rational.

(c) L.G ; �/ D Lie.Aut.G ; �//.

(d) �.exp.T /x/ D e�2 tr.T /�.x/ for x 2 G and T 2 Lie.� /.

(e) If � W G ! R is differentiable and if �.Wx/ D det.W /�2�.x/ for x 2 G ,
W 2 � , then � is a constant multiple of �.

PROOF: Because of � � Aut.G ; �/ we have .G ;Lie.� /; e/ � .G ; �; e/. So we
can apply Theorem 3.3 and obtain statements (a) and (b). Because of (I.2), part
(c) follows from Theorem 1.4.

Now consider the differentiable map ! W G ! R with !.Wx/ D det.W /��!.x/
for W 2 � . For T 2 Lie.� / and � 2 R, set W D exp.�T /, differentiate
log.!.Wx// with respect to � and set � D 0. As log.det.W // D � tr.T /, it
follows that !0x.T x/ D � tr.T /. For ! D � we thus obtain (d).

To prove (e), define !.x/ D �.x/

�.x/
and obtain !.Wx/ D !.x/ for W 2 � , so

that !0x.T x/ D 0 for all T 2 Lie.� /. Choose an algebra R in .G ;Lie.� /; e/

with product .u; v/ 7! uv D L.u/v D R.v/u and set T D R.v/. It follows that
!0x.xv/ D 0 for v 2 V , that is, !0x D 0 for all x from a dense subset of G . Thus
! is constant, which is statement (e). }
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5 In §2.4 we assigned to every non-degenerate map � W G ! R a map O� W G !
R that due to (2.3) transforms as

O�.Wx/ D det.W /�2 O�.x/ (3.3)

for x 2 G and W 2 Aut.G ; �/. In analogy to Theorem 1.4 we obtain:

Theorem 3.6 Let � be a closed subgroup of Aut.G /, � a � -invariant and assume
.G ;Lie.� /; e/ is not empty. For every non-degenerate map � 2 R.G ; � / it holds
that:

(a) L.G ; �/ D Lie.Aut.G ; �//.

(b) �.exp.T /x/ D e�.T /�.x/ for x 2 G and T 2 L.G ; �/.

Here, � denotes the linear form of L.G ; �/ assigned to � according to (1.2).

PROOF: Because of (3.3), Theorem 3.5 (e) shows that O� and � differ only
by a constant factor. Together with Theorem 3.5 (c) it follows that L.G ; O�/ D

L.G ; �/ D Lie.Aut.G ; �//. By Lemma 2.5, L.G ; �/ � Lie.Aut.G ; �//. For
T 2 L.G ; �/ and � 2 R, W D exp.�T / thus belongs to Aut.G ; �/, hence to
Aut.G /. Lemma 1.3 (b) now gives part (b) and thus part (a). }

§4 A connection to Jordan algebras

1 Let � 2 C1C .G / be non-degenerate and homogeneous. After choosing e 2 G ,
one defines the non-degenerate symmetric bilinear form � W V � V ! R by � D
�00e . Now an algebra A.�; e/ is defined on V whose product .u; v/ D A.u/v D u�v
is defined by

�.u � v;w/ D
1

2
�000e .u; v; w/: (4.1)

Clearly A.�; e/ is defined by the behavior of � in a neighborhood of e.

Algebras that are defined in this manner play an important role in the theory of
self-dual cones (cf. [1, VI, §8], [8, Chapter II]). A similar construction is found in
Harrison [5].

Lemma 4.1

(a) The algebra A.�; e/ is commutative and has e as identity element.
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(b) �.u; v/ D �0e.u � v/ and �.u � v;w/ D �.u; v � w/.

(c) For W 2 Aut.G ; �/, W W A.�; e/ ! A.�;We/ is an isomorphism of Lie
algebras.

Part (b) states that A.v/, v 2 V , is self-adjoint with respect to � .

PROOF: As �000e is symmetric in all three arguments, commutativity and the sec-
ond identity in part (b) follow directly from (4.1). For homogeneous �, �00x is
homogeneous of degree �2 in x, so that �000e .u; v; e/ D 2�

00
e.u; v/ (cf. §1.1). Thus

e is the identity element. Since �0x is homogeneous of degree �1, it follows from
the second identity in (b) that �.u; v/ D �.e; u � v/ D �00e.e; u � v/ D �

0
e.u � v/.

For prove part (c), let .u; v/ 7! u �W v denote the product in A.�;We/. It follows
from (1.1) that

�00We.W u �W v;Ww/ D
1

2
�000We.W u;W v;Ww/ D

1

2
�000e .u; v; w/

D �00e.u � v;w/ D �
00
We.W.u � v/;Ww/;

which is the claim. }

Corollary 1 If Aut.G ; �/ acts transitively on G , then all algebras A.�; e/, e 2 G ,
are isomorphic.

It follows from Lemma 1.1 (c) that 2�.Te � u; v/ D �.T u; v/ C �.u; T v/ for
T 2 L.G ; �/. This means for T 2 L.G ; �/,

T C T � D 2A.Te/ (4.2)

and in particular
T �e D Te: (4.3)

For the following it is convenient to introduce the quadratic representation

P.u/ D 2A.u/2 � A.u � u/ (4.4)

well-known from the theory of Jordan algebras. Finally, let

Inv.A.�; e// D fx 2 V j det.P.x// ¤ 0g

and set for x 2 Inv.A.�; e//,

x�1 D P �1.x/x: (4.5)
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2 Particularly interesting are those pairs .G ; �/ for which there is a commutative
algebra in .G ; �; e/. For an algebra R in .G ; �; e/ with product .u; v/ 7! uv D

L.u/v D R.v/u it follows immediately from (4.2) that

R.u/CR.u/� D 2A.u/: (4.6)

Theorem 4.2 For non-degenerate and homogeneous � 2 C1C .G / the following
are equivalent:

(a) The exists a commutative algebra in .G ; �; e/.

(b) A.�; e/ 2 .G ; �; e/.

If this is the case, then:

(1) A.�; e/ is the only commutative algebra in .G ; �; e/.

(2) A.�; e/ is a Jordan algebra.

(3) G is the connected component of Inv.A.�; e// that contains e.

(4) �0x.u/ D �.x
�1; u/, �00x.u; v/ D �.P

�1.x/u; v/ for x 2 G .

PROOF: Let R be a commutative algebra in .G ; �; e/, that is,R.u/ D L.u/ for all
u 2 V . With (3.2) we compute �00e.u; v/ D �0e.uv/, �

000
e .u; v; w/ D �0e.w.uv//C

�0e.u.wv//, that is, �000e .u; v; w/ D �.w; uv/ C �.u;wv/. From the symmetry
in u; v, it follows that �.u;wv/ D �.v;wu/, so that L.w/ D R.w/ is self-
adjoint with respect to � . From (4.6) it thus follows that R D A.�; e/, and the
equivalence of (a) and (b), as well as claim (1), is established.

Now let A.�; e/ 2 .G ; �; e/, that is, A.u/ 2 Lie.Aut.G ; �// for u 2 V . De-
fine A.u; v/ D A.u � v/ C ŒA.u/; A.v/� and verify that A.x; v/x D P.x/v and
A.x; v/u D A.u; v/x. As A.u; v/ 2 Lie.Aut.G ; �//, we easily obtain from
Lemma 1.1 with T D A.x; v/ and Lemma 4.1 that

�00x.P.x/v; u/ D �
0
x.A.u; v/x/ D �

0
e.A.u; v/e/ D �

0
e.u � v/ D �.u; v/

for x 2 G . In particular, G � Inv.A.�; e// and

�00x.u; v/ D �.P
�1.x/u; v/; x 2 G : (�)

For T D A.v/ it follows from Lemma 1.1 that �00x.v � x; u/ D �0x.v � u/. Thus
�00x.v � x; u/ is symmetric in u; v and therefore by (�), P �1.x/A.x/ is self-adjoint
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with respect to � . SinceA.x/ andP.x/ are self-adjoint,A.x/ andP.x/ commute,
and thus A.x/ and A.x � x/ commute. This proves claim (2).

Let ˘ denote the subgroup of GL.V / generated by P.x/ for x 2 Inv.A.�; e//,
and let ˘0 denote its identity component. By [1, XI, Satz 2.2 and Satz 2.4],
˘0 � Aut.G ; �/ and the orbit of ˘0 through e is the connected component K of
Inv.A.�; e// that contains e. Thus K � G and since G � Inv.A.�; e//, claim (3)
holds.

Now claim (4) follows from (�) with u D x. }

Remark 1 If we defineH W G ! End.V / by �00x.u; v/ D �.H.x/u; v/, then (1.1)
shows that W �H.Wx/W D H.x/ holds for all W 2 Aut.G ; �/. If A.�; e/ 2

.G ; �; e/, then we can choose W D exp.A.u//, u 2 V , and find that for all x
in the orbit Y of Aut.G ; �/ through e, H.x/ belongs to Aut.G ; �/. Thus Y is
essentially an !-domain in the sense of [8, Chapter II]. There, claims (2) to (4)
were proved by different methods.

Compare also Shima [15].

3 Let A be a Jordan algebra on V with identity element e and product .u; v/ 7!
uv. Let Inv.A/ denote the set of elements in V that are invertible in A, and let
G .A/ be the connected component of Inv.A/ that contains e. As a converse of
Theorem 4.2, the following holds:

Theorem 4.3 Let A be a Jordan algebra with identity element e and � a non-
degenerate symmetric bilinear form on V with �.u; vw/ D �.uv;w/. If there
exists � 2 C1C .G .A// with �0x.u/ D �.x

�1; u/ for x 2 G .A/, then:

(a) Aut.G .A// acts transitively on G .A/.

(b) A D A.�; e/ 2 .G .A/; �; e/.

PROOF: (a) Let ˘0 again denote the identity component of the subgroup of
GL.V / generated by P.x/ for x 2 Inv.A/. By standard arguments, ˘0 �
Aut.G .A/; �/. By [1, XI, Satz 2.4], ˘0 acts transitively on G .A/.

(b) Follows from �0x.u/ D �.x
�1; u/ by differentiation. }

Remark 1 In case of a semisimple Jordan algebra A, the assumptions for Theo-
rem 4.3 are satisfied by �.u; v/ D tr.L.uv//.
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§5 Examples

We will present some examples in the following. They will illustrate that the no-
tions introduced before are independent of each other and are necessary require-
ments for most results. We omit the proofs.

(a) Halfspaces

Let � ¤ 0 be a linear form on V and G a connected component of those x 2 V
with �.x/ ¤ 0. For e 2 G and V0 D ker� we then have V D Re ˚ V0 and
G D RCe ˚ V0. Elements x 2 V are written uniquely as x D x1e ˚ x0, and
elements W 2 End.V / as Wx D .x1w1 C !x0/e ˚ .x1w1 CW0x0/ and obtains

(a.1) Aut.G / D fW 2 GL.V / j w1 > 0;! D 0g.

1 Now consider the subgroup � � Aut.G / of those W 2 Aut.G / with W0 D
w1id. Then:

(a.2) � is a closed connected subgroup of Aut.� / that acts transitively on G .

(a.3) R.G ; � / D f˛x�1 exp.� 1
x1
%.x0// j ˛ > 0; � 2 R; % 2 V

�
0 g (cf. §2.1).

For � 2 R.G ; � / we obtain consecutively (cf. §1.1):

(a.4) �0x.u/ D
1
x
.%.u0/ � �u1/ �

%.x0/

x21
u1 for x 2 G .

(a.5) �00x.u; v/ D
1

x21
.v1%.u0/C u1%.v0// �

1

x21
.� C 2%.x0/

x1
/u1v1 for x 2 G .

(a.6) �0 is rational.

(a.7) �0 is injective if and only if either dimV D 1, � ¤ 0, or if dimV D 2,
� ¤ 0, % ¤ 0 (see Theorem 3.4).

(a.8) � is exploding if and only if % D 0, � < 0 (cf. §1.4).

(a.9) � is non-degenerate if and only if either dimV D 1, � ¤ 0, or if dimV D 2,
� ¤ 0, % ¤ 0 (cf. §2.4).

(a.10) �.x/ D x�s1 , s D 2
dimV , is a � -invariant (cf. §3.4).
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(a.11) � .�0/ D fW 2 GL.V / j % ıW0 D w1%; ! D 0g (cf. §1.5).

(a.12) L.G ; �/ D Lie.� .�0// D fW 2 End.V / j % ıW0 D w1%; ! D 0g (cf. II,
Lemma 1.2).

(a.13) Aut.G ; �/ D fW 2 GL.V / j w1 > 0; % ıW0 D w1%; ! D 0g.

2 If instead of � we consider the subgroup � 0 of Aut.G / of thoseW withW0 D
id, then

(a.20) � 0 is a closed connected subgroup of Aut.G / that acts transitively on G .

(a.30) R.G ; � 0/ D f˛x�1 j ˛ > 0; � 2 Rg.

Properties (a.4) to (a.10) hold accordingly with the additional condition % D 0.
Moreover, for non-constant � 2 R.G ; � 0/:

(a.110) � 0.�/ D fW 2 GL.V / j W0 D id; ! D 0g.

3 If dimV � 2 and � 2 R.G ; � / is non-degenerate, then (cf. §4.1):

(a.14) The algebra A.�; e/ is given by the product

.u; v/ 7! .u1v1/e ˚ .u1v0 C v1u0/:

(a.15) We see that A.�; e/ is commutative and associative and (cf. §4.2) � is the
connected components of invertible elements in A.�; e/ that contains e.

We see that A.�; e/ is not semisimple for dimV D 2, but � is non-degenerate.

(b) Quadratic forms

Let � ¤ 0 be a symmetric bilinear form on V and G a connected component of
those x 2 V with �.x; x/ ¤ 0. On G define maps � 2 C1C .G / by �.x/ D 1

�.x;x/2
,

x 2 G .

From the definition we obtain consecutively:

(b.1) �0x.u/ D 4
�.x;u/

�.x;x/
for x 2 G .
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(b.2) �00x.u; v/ D
4

�.x;x/2
.2�.x; v/�.x; u/ � �.x; x/�.u; v// for x 2 G .

(b.3) � is exploding and �0 is rational (cf. §1.4, 5).

(b.4) � is non-degenerate if and only if � is non-degenerate (cf. §2.4).

Let Bk� denote the bilinear kernel of �.

(b.5) � .�0/ D fW 2 GL.V / j W Bk� � Bk�; there is %.W / 2 R

with �.Wx;Wx/ D %.W /�.x; x/; x 2 V g.

(b.6) If � is non-degenerate, then %.W /dimV D det.W /2.

(b.7) Aut.G ; �/ D fW 2 Aut.G / j there is %.W / 2 R

with �.Wx;Wx/ D %.W /�.x; x/; x 2 V g.

With Theorem §1.7 (c) one obtains

(b.8)

Lie.Aut.G ; �// D Lie.� .�0// D L.G ; �/

D fT 2 End.V / j �.x; T x/�.y; y/ D �.y; Ty/�.x; x/; x; y 2 V g

D RidC fT 2 End.V / j �.v; T u/C �.T v; u/ D 0; u; v 2 V g:

Now let � denote the identity component of Aut.G ; �/ and O.�/0 the identity
component of the orthogonal group O.�/ of �. With (b.8) it follows that

(b.9) � D RCO.�/0.

Moreover (cf. [9]),

(b.10) � acts transitively on G .

To computeR.G ; � /, write V D Bk�˚V1 such that�1 D �jV1 is non-degenerate.
With (b.8) and §2.2, we verify

(b.11) R.G ; � / D f˛�� j ˛ > 0; � 2 Rg if dimV1 ¤ 2, or if dimV1 D 2 and �jV1
is definite.
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If dimV1 D 2 and �1 D �jV1 indefinite, then choose a basis a1; a2 of V with
�.ai ; ai/ D 0, �.a1; a2/ ¤ 0 and verify easily that elements of Lie.O.�1// are
diagonal with respect to this basis. Thus the maps �i W G ! RC, x D x0C x1 7!
�1.ai ; x1/

2 are elements of R.G ; � /, and

(b.12) R.G ; � / D f˛��1�
%
2 j ˛ > 0; � 2 Rg if dimV1 D 2 and �jV1 is indefinite.

(b.13) If �0 2 R.G ; � / is non-degenerate, then there exists ˛ > 0 with O�0 D ˛�� ,
where � D 1

2
dimV (cf. §2.4).

(b.14) If �0 2 R.G ; � / is non-degenerate, then ��0 is a � -invariant for � D
1
2

dimV (cf. §3.4).

Now assume �0 2 R.G ; � / is non-degenerate, e 2 G and �.e; e/ D 1. Then � is
non-degenerate by (b.4) and we obtain (cf. §4.1):

(b.15) The product in A.�; e/ is given by

.u; v/ 7! �.e; u/v C �.e; v/u � �.u; v/e:

Thus A.�; e/ is a Jordan algebra. Moreover, A.u/ 2 Lie.Aut.G ; �// and
the results in §4 apply.

If � is definite and dimV D 3, then there is no right-symmetric algebra R with
identity e that is contained in .G ; �; e/ (cf. II, §1.1).

(c) Symmetric matrices

Let V be the vector space of real symmetric n � n-matrices and G a connected
component of those x 2 V with det.x/ ¤ 0.

It is well-known that G is uniquely determined by the signature of any element
x 2 G . On G , define a map � 2 C1C .G / by �.x/ D det.x/�2 for x 2 G . From the
definition, we obtain:

(c.1) �0x.u/ D 2 tr.x�1u/ for x 2 G .

(c.2) �00x.u; v/ D 2 tr.x�1ux�1v/ for x 2 G .

(c.3) � is exploding and �0 is rational.
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(c.4) � is non-degenerate.

By standard arguments from Jordan theory and Theorem 1.8 if then follows:

(c.5) � .�0/ D f˙Wa j a 2 GLn.R/g, where Wa.x/ D axa>.

(c.6) Lie.Aut.G ; �// D Lie.� .�0// D L.G ; �/ D fTa j a 2 End.Rn/g, where
Ta.x/ D ax C xa

>.

Now let � denote the identity component of � .�0/.

(b.7) � acts transitively on G .

(c.8) R.G ; � / D f˛�� j ˛ > 0; � 2 Rg.

(c.9) �
nC1
2 is a � -invariant (cf. §3.4).

(c.10) After a choice of e 2 G , the product of A.�; e/ is given by

.u; v/ 7!
1

2
.ue�1w C we�1u/:

Thus A.�; e/ is a Jordan algebra. Moreover, A.u/ 2 Lie.Aut.G ; �//, so
that the results of §4 apply.

(d) Indefinite 2 � 2-matrices

Let V denote the vector space of real symmetric 2 � 2-matrices. The elements
of V are written x D . x1 x2x2 x3 /. Now let G D fx 2 V j x3 > 0; det.x/ < 0g.
Then G is a simply connected domain that is a proper subset of the indefinite
2 � 2-matrices discussed in part (c). Contrary to (c), define a map � 2 C1C .G / by
�.x/ D jx3 det.x/j�1. From the definition, we obtain:

(d.1) �0x.u/ D
u2
x3
C tr.x�1/ for x 2 G .

(d.2) �00x.u; v/ D
u3v3
x23
C tr.x�1ux�1/ for x 2 G .

(d.3) � is non-degenerate (cf. §2.4).

(d.4) � is exploding and �0 is rational (cf. §1.4, 5).
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Now set � D fWa j a 2 GL2.R/g, where Wa.x/ D axa>, and define e D�
�1 0
0 1

�
2 G . Then verify:

(d.5) � .�0/ D f˙Wa j Wa 2 � g.

(d.6) � D Aut.G / D Aut.G ; �/ operates transitively on G .

(d.7) Lie.Aut.G ; �// D Lie.� .�0// D L.G ; �/ D fTa j a upper triangularg,
where Ta.x/ D ax C xa>.

For the identity component �0 of � it follows:

(d.8) R.G ; �0/ D f˛���
%
1 j �; % 2 R; ˛ > 0g, where �1.x/ D det.x/.

(d.9) If � 2 R.G ; �0/ and �.Wx/ D det.W /�2�.x/ for x 2 G and W 2 �0, then
there exists ˛ > 0 with � D ˛��31 .

As the boundary of G contains points x with x3 D 0 but det.x/ ¤ 0, it follows:

(d.10) G has no � -invariants.

Chooses again e D
�
�1 0
0 1

�
2 G . Then (cf. §4.1):

(d.12) The product on A.�; e/ is given by

.u; v/ 7!
1

2
.ue�1w C we�1u/C

1

2

�
0 0

0 u2v2

�
:

A.�; e/ is not a Jordan algebra.

(e) Vinberg’s cones

Let V be the vector space of real symmetric 3 � 3-matrices with coefficient 0 in
position .1; 3/. The elements of V are represented in the form

x D

0@x1 x2 0

x2 x3 x4
0 x4 x5

1A :
Now let p denote the polynomial p.x/ D x1x5 det.x/, and let G denote a con-
nected component of the set D.p/ D fx 2 V j p.x/ ¤ 0g. On G define the
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map � 2 C1C .G / by �.x/ D .x1x5/
2

det.x/8 . It is known that the connected of compo-
nent K of D.p/ that contains the identity matrix is a regular homogeneous cone.
One can show that �

1
4 is the invariant of K . Now let G be an arbitrary connected

component of D.p/. Then verify:

(e.1) �0x.u/ D 8 tr.x�1u/ � 2u1x5Cx1u5
x1x5

for x 2 G .

(e.2) �00x.u; v/ D 8 tr.x�1ux�1v/ C 2u1v5Cv1u5
x1x5

� 2 .u1x5Cx1uC5/.v1x5Cx1v5/
.x1x5/2

for
x 2 G .

(e.3) �0 is rational and if G DK , then � is exploding (cf. §1.4, 5).

(e.4) � is non-degenerate and for x 2K , �00x is positive definite (cf. §2.4).

Now let P denote the group of those matrices u 2 GL3.R/ for which the coef-
ficients at positions .1; 2/, .1; 3/, .3; 1/ and .3; 2/ are 0, and the coefficients at
positions .1; 1/, .2; 2/ and .3; 3/ are positive. Then define � D fWa j a 2 P g,
where Wa.x/ D axa>. We obtain:1)

(e.5) � is a connected closed subgroup of Aut.G / that operates transitively on G .

(e.6) � .�0/ D f˙W j W 2 Aut.G /g D f˙W j W 2 Aut.G ; �/g.

(e.7) Lie.� .�0// D Lie.Aut.G // D Lie.Aut.G ; �// D Lie.� / D fTa j a 2

Lie.P /g, where Ta.x/ D ax C xa> (cf. Theorem 1.8).

(e.8) R.G ; � / D f˛x�11 x
�5
5 �.x/

% j ˛ > 0; �1; �5; % 2 Rg.

(e.9) For G DK , �
1
2 is a � -invariant.

Now let e be the identity matrix. Then compute (cf. §4.1):

(e.10) The product in A.�; e/ is given by

.u; v/ 7!

 
u1v1C

4
3
u2v2

1
2
.u1v2Cv1u2Cu3v2Cv3u2/ 0

1
2
.u1v2Cv1u2Cu3v2Cv3u2/ v2u2Cv3u3Cv4u4

1
2
.v3u4Cv4u3Cv4u5Cu4v5/

0 1
2
.v3u4Cv4u3Cv4u5Cu4v5/

4
3
u4v4Cu5v5

!
:

(e.11) A.�; e/ is not a Jordan algebra.

1)Translator’s note: In the original text, the label (e.4) appears twice. So (e.5) here was also
called (e.4) in the original text, (e.6) was (e.5), and so on.
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(e.12) There is no positive definite bilinear form on V with respect to which K is
a domain of positivity. The tube domain V C iK is not symmetric (cf. [16]).

Part II

Algebras and domains

§1 Closed and exact linear forms

1 Let R be an algebra defined on V with product uv D L.u/ D R.v/u and
identity element e. Define the associator of R by

.u; v; w/ D .uv/w � u.vw/

and call R right-symmetric, if .u; v; w/ D .u;w; v/ holds for all u; v;w 2 V .
First, recall some definitions.

The subgroup of GL.V / generated by the endomorphisms exp.R.u//, u 2 V , is
denoted by exp.R/. Clearly, exp.R/ is connected.

The powers of an element u 2 V are defined recursively by u0 D e, u1 D u, and
umC1 D uum. In a suitable neighborhood U of e, the logarithm log D logR W

U ! V can be defined by

log.e C x/ D
1X
mD1

.�1/mC1

m
xm:

Since L.e/ D id, det.L.x// is not the zero-polynomial. Therefore,

J.R/ D fx 2 V j det.L.x// ¤ 0g

is open and dense in V . For q 2 J.R/ let Jq.R/ denote the connected component
of J.R/ that contains q.

2 To every linear form � on V we assign a rational map � D �� W J.R/! V �

by
�x.u/ D �.L.x/

�1u/:
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As in I, §1.5, we write

�x.u/ D �.L.x/
�1u/ D

1

�.x/
�x.u/ (1.1)

for an exact denominator � D �� uniquely determined by requiring �.e/ D 1. Set

D.R; �/ D D.��/ D fx 2 V j �0.x/ ¤ 0g

and let G .R; �/ denote the connected component of D.R; �/ that contains e. As
��.x/ divides the determinant of L.x/, we have

J.R/ � D.R; �/; Je.R/ � G .R; �/ (1.2)

for every linear form � on V . Clearly � rational and real analytic not only on
J.R/ but even on D.R; �/.

In I, §1.5 we assigned a linear algebraic group � .�/ to the rational map �, which
is denoted � .R; �/ in the present situation. By I, Lemma 1.5, W 2 GL.V /
belongs to � .R; �/ if and only if WD.R; �/ D D.R; �/ and

�.L.Wx/�1Wu/ D �.L.x/�1u/ (1.3)

for all x 2 D.R; �/ and u 2 V . From I, (1.9), it follows for W 2 � .R; �/ D
� .�/ that

�.y/�.Wx/ D �.x/�.Wy/ (1.4)

for all x; y 2 V . Thus the group � .R; �/ acts on D.R; �/ and the identity
component �0.R; �/ of � .R; �/ acts on G .R; �/. From (1.4) it follows that

�0.R; �/ � Aut.G .R; �/; �/: (1.5)

Let L.R; �/ denote the set of T 2 End.V / such that

�.L�1.x/T x/ D �.Te/; x 2 D.R; �/: (1.6)

Clearly, R.u/ belongs to L.R; �/ for every u 2 V . Since

�ux�.L.x/
�1T x/ D �.L.x/�1T u/ � �.L.x/�1L.u/L.x/�1T x/;

T 2 L.R; �/ is equivalent to

�.L.x/�1L.u/L.x/�1T x/ D �.L.x/�1T u/; x 2 D.R; �/; u 2 V: (1.7)

All these definitions are of a purely formal nature. Except for the given trivial
relations we cannot expect any additional non-trivial relations to hold for an arbi-
trary linear form � . Next, we will show that for certain distinguished linear forms,
such relations exist.
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3 In the following, let u; v;w denote arbitrary elements of V . Relations in such
elements hold in general. A linear form � on V is called

� R-commutative, if �.uv/ D �.vu/ holds,

� R-associative, if �.uv � w/ D �.u � vw/ holds,

� R-closed, if �ux�.L.x/
�1v/ D ��.L.x/�1L.u/L.x/�1v/, x 2 J.R/, is

symmetric in u; v,

� R-exact, if there is a differentiable map ' W G .R; �/! R with �ux'.x/ D
�.L.x/�1u/, x 2 G .R; �/.

Clearly an R-exact form is always R-closed and a R-closed linear form is always
R-commutative. Let K.R/ denote the vector space of R-closed linear forms on
V , and K1.R/ the subspace of R-exact linear forms. Note that � is already R-
closed if the defining identity holds for all x in a non-empty open subset of J.R/,
and that in this case the identity holds for all x 2 D.R; �/. Finally, we will call
an algebra R exact if K1.R/ D K.R/.

4 A characterisation of R-closed forms is given by:

Lemma 1.1 For an algebra R on V with identity e and linear form � on V , the
following are equivalent:

(a) � is R-closed.

(b)
Pm
nD0 �.L.w/

nL.u/L.w/m�nv/ is symmetric in u and v for all m � 0.

(c) For x 2 D.R; �/, �.L.x/�1.xu � v// is symmetric in u and v.

(d) � is R-commutative and �.L.w/n.w; u; v// is symmetric in u and v for all
n � 0.

(e) For m � 0 we have �ux�.x
mC1/ D .mC 1/�.L.x/mu/.

(f) �uy�.logR.y// D �.L.y/
�1u/ for all y in a neighborhood of e.

From part (d) we also infer the validity of

�.u � wv/C �.w � uv/ D �.v � wu/C �.w � vu/; � 2 K.R/: (1.8)
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PROOF: (a) ) (b): For � in a neighborhood of 0, replace x by e C �w and
consider the geometric series for 1

idC�L.w/ .

(a)) (c): Replace u and v by xu and xv, respectively.

(c) ) (d): For � in a neighborhood of 0, set x D e C �w and consider the
geometric series for 1

idC�L.w/ .

(b)) (e): Since for m � 1,

�ux�.L.x/
mv/ D

m�1X
nD0

�.L.x/nL.u/L.x/m�nv/

the left-hand side is symmetric in u and v, thus

�..�uxL.x/
m/v/ D �..�vxL.x/

m/u/:

For v D x, it follows with Euler’s differential equation

�..�uxL.x/
m/x/ D �..�xxL.x/

m/u/ D m�.L.x/mu/:

On the other hand,

�ux�.x
mC1/ D �ux�.L.x/

mx/ D �..�uxL.x/
m/x/C �.L.x/mu/;

so that the claim follows.

(e)) (f): For y D e C x substitute (e) in the series for �.log.y//.

(f)) (a): Apply �vy to part (f) and obtain the claim for all y in a neighborhood
of e. But then the claim holds for all y 2 J.R/.

(d)) (e): By assumption,

�.L.x/n.xu � v � xv � u// D �.L.x/nC1.uv � vu//

for n � 0. For 0 � n � m � 1, substitute v D xm�n�1 and obtain

�.L.x/n.xu � xm�n�1 � xm�nu// D �.L.x/nC1.uxm�n�1 � xm�n�1u//:

Summation over n yields

m�1X
nD0

�.L.x/n.xu�xm�n�1// D �.xmu/��.L.x/mu/C�m�1nD0 �.L.x/
nC1.uxm�n�1//;

34



hence

�xux �.x
m/ D �.xmu/ � �.L.x/mu/C�ux�.x

mC1/ � �.uxm/:

As � is R-commutative by assumption,

�ux�.x
mC1/ D �xux �.x

mC1/C �.L.x/mu/: (�)

Prove part (e) by induction over m. The case m D 0 is trivial. Suppose the claim
has been proven for m. Substitute u by xu and obtain (�) with

.mC 1/�.L.x/mC1u/ D .mC 1/�.L.x/m.xu// D �xux �.x
mC1/

D �ux�.x
mC2/ � �.L.x/mC1u/;

which is the claim for mC 1 instead of m. }

From part (d) we obtain:

Corollary 1 If the algebra R is right-symmetric, then K.R/ consists of the R-
commutative linear forms on V .

5 Let � .R; �/ and L.R; �/ be defined as in 2. For � 2 K.R/, a comparison of
(1.3) and (1.7) shows that Lie.� .R; �// is a subset of L.R; �/.

Lemma 1.2 For � 2 K.R/ we have:

(a) exp.R/ � � .R; �/.

(b) L.R; �/ D Lie.� .R; �//.

(c) �.ŒT; S�e/ D 0 for T; S 2 L.R; e/.

(d) �.log.exp.T /x// D �.log.x// C �.Te/ for T in a neighborhood of 0 in
L.R; �/ and x in a neighborhood of e.

PROOF: For T; S 2 L.R; �/ substitute Sx for u in (1.7) and obtain

�.L.x/�1TSx/ D �.L.x/�1L.Sx/L.x/�1T x/

Since � 2 K.R/, the right-hand side is symmetric in T and S , so that �.L.x/�1ŒT; S�x/ D
0 follows. For x D e, we obtain (c) and then ŒT; S� 2 L.R; �/ from (1.6).
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We use the following well-know auxiliary result:

If T is a Lie algebra of endomorphisms of V and � � T� is given such that
�.ŒT; S�/ D 0 for all T; S 2 T and � 2 �, then �.WSW �1/ D �.S/ for all
S 2 T , � 2 � and W D exp.T /, T 2 T .

Apply this result to T D L.R; �/, � D f.T 7! �.L.x/�1T x// j x 2 D.R; �/g

and obtain
�.L.x/�1WSW �1x/ D �.L.x/�1Sx/

where W D exp.T /, T; S 2 L.R; �/. Here, the right-hand side equals �.Se/.
Now substitute S D R.u/, so �.L.x/�1W.W �1x � u// D �.u/, and substitute
x by Wx, and u by L.x/�1u. By (1.3), it follows that W 2 � .R; �/, that is,
L.R; �/ � Lie.� .R; �//. Now (b) follows from Lie.� .R; �// � L.R; �/.

As R.u/ 2 L.R; �/ for u 2 V , part (a) follows.

For T 2 L.R; �/ and � 2 R let W D exp.�T /. For sufficiently small j� j,
'.�/ D �.log.Wx// is differentiable and PW D W T . By (a), W 2 � .R; �/, so
that from Lemma 1.1 (f), (1.3) and (1.4),

P'.�/ D �
PWx
Wx�.log.Wx// D �.L.Wx/�1 PW x/

D �.L.Wx/�1W Tx/

D �.L.x/�1T x/ D �.Te/

follows. Hence '.�/ D ��.Te/C '.0/, that is, (d). }

6 The results so far are tested on a special type of algebras. The algebra R

is called almost nilpotent if R has can be represented as a direct sum of vector
spaces R D Re ˚ R0, such that R0 is a subalgebra and L.x0/ is nilpotent for
every x0 2 R0. If R is almost nilpotent, then for every x0 2 R0 there exists m
with xm0 D 0. The write the elements of R as x D �e C x0 and obtain J.R/ D

fx 2 V j � ¤ 0g. Set G .R/ D fx 2 V j � > 0g and define log W G .R/! V by

log.x/ D log.�/e C logR

�
e C

1

�
x0

�
; x 2 G .R/:

Since the elements of R0 are nilpotent, the sequence for logR.e C
1
�
x0/ is finite.

Thus log is real-analytic on G .R/. One verifies that log.x/ and logR.x/ coincide
on a neighborhood of e. For � 2 K.R/ define

�R;�.x/ D exp.��.log.x///; x 2 G .R/:
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Lemma 1.3 If the algebra R is almost nilpotent, we have:

(a) exp.R/ � Aut.G .R/; �R;�/ for all � 2 K.R/.

(b) If exp.R/ � Aut.G .R/; �/ for some � 2 C1C .G .R//, then there is � 2
K.R/ and ˛ 2 RC with � D ˛�R;� .

PROOF: (a) For W D exp.R.u//, u 2 V , Lemma 1.2 (d) immediately yields
�.log.Wx// D �.log.x//C �.u/ for all x in a beighborhood of e. As R0 is an
ideal in R, it follows that W 2 Aut.G .R// and thus �.log.Wx// D �.log.x//C
�.u/ for all x 2 G .R/.

(b) By assumption, R 2 .G .R/; �; e/, so that �0x.u/ D �.L.x/
�1u/ D .�R;�/

0
x.u/

by Lemma 1.1 (f). }

Corollary 1 Every almost nilpotent algebra is exact.

For if �R;� is defined on G .R; �/, then ��.�e C x0/ is a power of � .

§2 Applications

1 It shall now be explicated how the formal constructions of §1 can be applied
to those maps � 2 C1C .G / for which the orbit of Aut.G ; �/ through a point e of G

is open. By Corollary 1 to Lemma 3.2 in part I, such an orbit is open if and only
if .G ; �; e/ is not empty. With the notation of §1.1 and §1.2 and I, §3.2, set

G.V / D f.G ; �; eR/ j � 2 C1C .G /; �.e/ D 1;R 2 .G ; �; e/g

H.V / D f.R; e; �/ j R is an algebra on V with identity element e; � 2 K.R/g:

From the examples from part I, §4.2 we infer that G.V / is always non-empty. We
have:

Theorem 2.1 For .G ; �; e;R/ 2 G.V / we have that:

(a) The linear form � D �0e is R-closed and G � G .R; �/.

(b) For all y in a neighborhood of e we have

�.y/ D exp.��.logR.y///:
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(c) exp.R/ � Aut.G ; �/.

(d) If � is exploding, then � D �0e is an R-exact linear form and G D G .R; �/.

PROOF: By (3.1) in part I, we have

�0x.u/ D ��
u
x log.�.x// D �.L.x/�1u/; x 2 G : (�)

Thus � is an R-closed linear form. The remainder of (a) follows from I, Lemma
1.6.

Comparing (�) with part (f) in Lemma 1.1, we find�uy.log.�.y//C�.logR.y/// D

0 for all y in a neighborhood of e. This is part (b).

Part (c) follows directly from the definition of the algebras in .G ; �; e/.

For part (d) we can apply I, Theorem 1.8 because of (�). Thus G is a connected
component of D.R; �/, that is, G D G .R; �/ and � is R-exact. }

Corollary 1 For .G ; �; e;R/ 2 G.V / and � D �0e, the expressions �.xm/, with
m � 2, do not depend on the choice of algebra R from .G ; �; e/. For, by part (b),
�.logR.y// depends only on � and e.

Corollary 2 If � is exploding and .G ; �; e/ not empty, then there exists a homo-
geneous polynomial � with

(a) deg � � dimV .

(b) G is a connected component of D.�/.

(c) For all R 2 .G ; �; e/, � divides the polynomial det.L.x// and we have
G D G .R; �0e/.

Choose � as an exact divisor of �0 and deduce from part I, (3.1) that �.x/ is a
divisor of det.L.x// for all R 2 .G ; �; e/. The claim follows from I, Theorem 1.8
(a) and Theorem 2.1 (d).

2 Because of Theorem 2.1 (a) we define a map

F W G.V /! H.V /; .G ; �; e;R/ 7! .R; e; �0e/:

Examples demonstrate that in general F is neither injective nor surjective. How-
ever, a suitable restriction is bijective: It was already remarked in I, §1.4 that for
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fixed � an arbitrary shrinking of the has to be excluded if we wish to prove more
than formal results. For short, we say that � defines the domain G , if:

� 2 C1C .G /; �0 is rational: (2.1)

If � is an exact denominator of �0, then G is a connected component of D.�/.
(2.2)

Theorem 1.8 in part I says that � 2 C1C .G / defines the domain G if � is exploding.
Let

G1.V / D f.G ; �; e;R/ 2 G.V / j � defines G g � G.V /:
H1.V / D f.R; e; �/ 2 H.V / j � 2 K1.R/g � H.V /:

For .G ; �; e;R/ 2 G1.V / and every R 2 .G ; �; e/ we write as in I, (3.1):

��ux log.�.x// D �0x.u/ D �.L.x/
�1u/; � D �0e; (2.3)

and denote an exact denominator of �0 by �. With the notations of §1.2 we then
have � D �� and G is a connected component of D.��/ D D.R; �/. Thus
G D G .R; �0e/ for every R in .G ; �; e/. The relation (2.3) further implies that
� D �0e is an R-exact linear form. Thus F maps the set G1.V / into H1.V /.

Theorem 2.2 The map .G ; �; e;R/ 7! .R; e; �0e/ defines a bijection from G1.V /

to H1.V /.

PROOF: First, note that the map is injective, for .R; e; �0e/ D . QR; Qe; Q�0e/ implies
R D QR, e D Qe and �0e D Q�

0
e. Since G .R; �0e/ D G . QR; Q�0e/, � and Q� are both

defined on the domain G D G .R; �0e/, and (2.3) shows that log.�/ and log. Q�/
differ only by an additive constant. From �.e/ D 1 D Q�.e/ it follows that � D Q�.

To prove surjectivity, consider .R; e; �/ 2 H1.V /. Note that by assumption there
exists a differentiable map ' W G .R; �/ ! R with �ux'.x/ D �.L.x/�1u/ and
'.e/ D 0. Thus ' is real-analytic, and Lemma 1.1 (f) shows the validity of
'.x/ D �.logR.x// on a neighborhood of e. Now Lemma 1.2 (d) implies that

'.exp.R.u//x/ D '.x/C �.u/ (�)

for u in a neighborhood 0 and x in a neighborhood of e. By Lemma 1.2 (a),
exp.R/ is contained in the identity component of � .R; �/, so that exp.R/ acts on
G .R; �/ because of §1.2. Thus (�) holds for all u and all x 2 G .R; �/. Now set
G D G .R; �/, �.x/ D e�'.x/, and obtain � D �0e and R 2 .G ; �; e/. Moreover,
G is defined by �, so .G ; �; e;R/ belongs to G1.V / and has .R; e; �/ as image. }
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§3 Construction of exact linear forms

1 Let R be an algebra on V with identity e. In Lemma 1.2 we saw that the
subgroup exp.R/ of GL.V / generated by all endomorphisms exp.R.u//, u 2 V ,
is contained in all groups � .R; �/, � 2 K.R/. The simplest examples of relative
invariants for exp.R/ (cf. I, §2.1) are polynomials: To every polynomial ! W V !
R assign as in I, §1.5 the subset

D.!/ D fx 2 V j !.x/ ¤ 0g

of V and denote by De.!/ the connected component of D.!/ containing e.

Let P.R; e/ denote the set of homogeneous polynomials ! W V ! R with
!.e/ D 1 for which there is a map ˛ D ˛! W exp.R/ ! R such that !.Wx/ D
˛.W /!.x/ holds for all W 2 exp.R/. By construction, ! is positive on De.!/

and the algebra R is contained in .De.!/; !; e/. So by Theorem 2.1 (a), ! 7! !0e
defines an injection of P.R; e/ into K.R/. With the notation of I, §2.1, ! 2
R.De.!/; exp.R// holds.

Conversely, if we consider � 2 K.R/, then as in (1.1), we can write

�.L.x/�1u/ D
1

�.x/
�x.u/; x 2 G .R; �/

with a normalized exact denominator � D �� . In the notation of 1. and §1.2,

D.��/ D D.R; �/; De.��/ D D.R; �/:

Since exp.R/ is contained in � .R; �/, it follows from (1.4) that �� 2 P.R; e/. So
� 7! �� defines a map of K.R/ into P.R; e/ and �� is positive and real-analytic
on G .R; �/.

2 By combining the maps ! 7! !0e and � 7! �� we obtain self-maps � 7! � #

of K.R/ and ! 7! !# of P.R; e/ via

� #
D .��/

0
e; !#

D �� ; if � D !0e:

By Theorem 2.1 (b),
��.x/ D exp.�� #.logR.x///

for all x in a neighborhood of e. By Lemma 1.1 (f),

� #.L.x/�1u/ D �ux�
#.logR.x// D ��

u
x log.��.x// D �

1

��.x/
�ux��.x/:

(3.1)
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By construction of !#.x/ is the exact normalized denominator of

!0e.L.x/
�1u/ D !0x.u/ D �

1

!.x/
�ux!.x/m (3.2)

cf. I, (3.1).

Lemma 3.1 For �; % 2 K.R/ and ! 2 P.R; e/:

(a) � # D %# if and only if �� D �%.

(b) !# equals the product of the distinct normalized irreducible factors of !.

(c) !## D !#, ��# D .��/
#, � ### D � ##.

(d) D.R; �#/ D D.R; �/, G .R; �#/ D G .R; �/ and � # 2 K1.R/.

(e) � .R; �#/

D fW 2 GL.V / j ��.y/��.Wx/ D ��.x/��.Wy/ for x; y 2 V g

D � .�0�/.

PROOF: (a) As �� and �% are normalized to 1 at the point e, the claim follows
directly from (3.1).

(b) To determine the normalized exact denominator �.x/ of �ux log.!.x//, we
write ! as a product of powers of normalized irreducible factors !1; : : : ; !s and
verify that � D !1 � � �!s. The claim now follows from (3.2).

(c) The first claim follows directly from part (b). By definition, ��#.x/ is the
normalized exact denominator of � #.L.x/�1u/. On the other hand, .��/# is the
normalized exact denominator of � 1

�� .x/
�ux��.x/. The second claim now follows

from (3.1). Now we have

��## D .��#/# D .��/
##
D .��/

#
D ��# :

With part (a), the last claim follows.

(d) By ��# D .��/
# and part (b),

D.R; �#/ D fx 2 V j .��/
#.x/ ¤ 0g D D.R; �/

so that G .R; �#/ D G .R; �/ follows. By (3.1), �# is thus R-exact.
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(e) LetW 2 GL.V /. By (3.1),W 2 � .R; �#/ is equivalent to�ux log.��.Wx// D
�WuWx log.��.Wx// D �ux log.��.x//, that is, with ��.y/��.Wx/ D ��.x/��.Wy/
for x; y 2 V . }

The following claim follows analogously from (3.1):

Corollary 1 K.R/ ¤ f0g implies K1.R/ ¤ f0g.

For � # ¤ 0 if � ¤ 0.

Corollary 2 � ## D � # if and only if �� is a product of distinct irreducible factors.

This follows from (3.1) because of (c).

Corollary 3 If det.L.x// is a product of distinct irreducible factors, then � ## D

� # for all � 2 K.R/.

Corollary 4 For � 2 K.R/, � ¤ 0, we have that 1
��
W G .R; �/ ! R is explo-

ding, and that exp.R/ � Aut.G .R; �/; 1
��
/.

From (e) and Lemma 1.2 (a) we immediately obtain

exp.R/ � � .R; �#/ � Aut.G .R; �/; 1
��
/:

In addition to Theorem 2.1 (d), we have:

Theorem 3.2 If R is an algebra on V with identity, then the following are equiv-
alent:

(a) K.R/ ¤ f0g.

(b) K1.R/ ¤ f0g.

(c) There is a domain G in V and an exploding map � W G ! RC with
exp.R/ � Aut.G ; �/.

PROOF: (a), (b) follows from Corollary 1.

(a)) (c) follows from Corollary 4.

(c)) (a) follows from Theorem 2.1. }
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§4 Dual domains

1 For an algebra R with identity element e, a R-commutative linear form � is
called non-degenerate if the symmetric bilinear form .u; v/ 7! �.u; v/ D �.uv/

is non-degenerate.

Suppose the R-commutative linear form � is non-degenerate. Then we can define
a new algebra R� on V whose product is .u; v/ 7! u4�v D L�.u/v D R�.v/u,
defined by

�.u; v4�w/ D �.uw; v/: (4.1)

Clearly, the product is determined by R�.w/ D R.W /� . Moreover, e is the
identity element of R� and � is R� -commutative. Finally, .R�/� D R.

Let �, Q� denote the normalized exact denominators of �.L.x/�1u/, �.L�.x/�1u/,
respectively. Since � is non-degenerate, there exist rational functions h D hR;� ,
Qh D QhR;� with

�.L.x/�1u/ D �.h.x/; u/; that is, h.x/ D L�.x/�1e (4.2)

and
�.L.x/�1u/ D �. Qh.x/; u/; that is, Qh.x/ D L��.x/

�1e (4.3)

respectively. With the notation of §1.2, the maps h W D.R; �/ ! V and Qh W
D.R� ; �/ ! V are real analytic and h.e/ D e D Qh.e/. From (4.2) and (4.3) it
follows that

�uxh.x/jxDe D �
u
x
Qh.x/jxDe D �u: (4.4)

Lemma 4.1 For non-degenerate � 2 K.R/ we have:

(a) h and Qh are birational and inverse to one another.

(b) � 2 K.R�/.

(c) If U is a neighborhood of e and ' W U ! R differentiable with �ux'.x/ D
�.L.x/�1u/, then Q'.y/ D �'. Qh.y// is differentiable in a neighborhood of
e and �uy Q'.y/ D �.L�.x/

�1u/ holds.

PROOF: (a) Clearly, h and Qh are real-analytic in a neighborhood of e. By
(4.4) h and Qh are invertible in a neighborhood of e. Substitute x D h�1.y/ in
�.h.x/; xu/ D �.u/ to obtain �.u/ D �.y; h�1.y/u/ D �.y4�u; h

�1.y//, that
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is, h�1.y/ D Qh.y/ in a neighborhood of e. As h and Qh are rational, it follows
formally that h ı Qh D id, and analogously Qh ı h D id.

(b) By (4.1),

'.xIu; v/ D �.L�.x/
�1..x4�u/4�v// D �. Qh.x/; .x4�y/4�v/

D �.. Qh.x/v/u; x/;

that is, '.h.y/Iu; v/ D �..yv/u; h.y// D �.L.y/�1..yv/u//. By Lemma 1.1
(c), '.h.y/Iu; v/ is symmetric in u and v. But this means � 2 K.R�/.

(c) Direct verification. }

2 Again, let � 2 K.R/ be non-degenerate. Let N .R; �/ denote the set of x 2
D.R; �/ for which the symmetric bilinear form .u; v/ 7! �.L.x/�1L.u/L.x/�1v/

is non-degenerate. Obviously N .R; �/ is open and contains e. Examples show
that N .R; �/ can be a proper subset of D.R; �/.

Theorem 4.2 If � 2 K.R/ is non-degenerate, then the maps h W N .R; �/ !

N .R� ; �/ and Qh W N .R� ; �/ ! N .R; �/ are birational, real-analytic and in-
verses of one another.

PROOF: By �.L.x/�1L.u/L.x/�1v/ D ��ux�.L.x/
�1v/ D ��.�uxh.x/; v/,

the map h is locally invertible at every point in N .R; �/. For x 2 N .R; �/

there exists thus a neighborhood U � N .R; �/ such that the local inverse f W
h.U / ! U of h is real-analytic. Now h is birational by Lemma 4.1 (b) with
inverse Qh, so that f coincides with Qh on D.R� ; �/ \ h.U /. We thus obtain
h.U / � D.R� ; �/. As the product of the functional determinant of Qh at the point
h.x/ with the functional determinant of h at the point x equals 1, it follows that
h.x/ 2 D.R� ; �/. }

Lemma 4.3 If � 2 K.R/ is non-degenerate, then for all W 2 GL.V /:

(a) W 2 � .R; �/ is equivalent to h.Wx/ D .W �/�1h.x/ for all x 2 D.R; �/.

(b) W 2 � .R� ; �/ is equivalent to Qh.Wx/ D .W �/�1 Qh.x/ for all x 2 D.R� ; �/.

(c) � .R; �/� D � .R� ; �/.

PROOF: (a) Compare the defining property (1.3) for � .R; �/ with the definition
of h according to (4.2).
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(b) Analogusly.

(c) For W 2 � .R; �/ apply Qh to part (a) and set x D Qh.y/. Then W Qh.y/ D
Qh..W �/�1y/ follows, so that .W �/�1 2 � .R� ; �/. This means � .R; �/� �
� .R� ; �/, and .R�/� D R establishes the claim. }

3 Now let G be a domain in V and � 2 C1C .G /. In I, §2.4 we called � non-
degenerate if the symmetric bilinear form �00x W V � V ! R is non-degenerate for
all x 2 V . Define G � D f�0x j x 2 G g and obtain an open map �0 W G ! G �.
By I, Theorem 3.4, for non-degenerate � the map �0 W G ! G � is a bijection if
Aut.G ; �/ acts transitively on G . In the following we will study this map under
the weaker assumption .G ; �; e/ ¤ ;.

Let � 2 C1C .G / be non-degenerate, e 2 G and .G ; �; e/ ¤ ;. After a choice of
R 2 .G ; �; e/, set � D �0e and obtain � 2 K.R/ by Theorem 2.1 (a). By I, §3.1
and I, §3.2, in the notation of §1.1, we have

�0x.u/ D �.L.x/
�1u/ D �.h.x/; u/

�00x.u; v/ D �.L.x/
�1L.u/L.x/�1v/; x 2 G :

(4.5)

Here, h depends only on � and e, but not on the choice of R in .G ; �; e/. As Qh is
the inverse of h, also Qh depends only on � and e. In particular, G � N .R; �/ and
the linear form � is non-degenerate. Thus we can apply the results of 1. and 2.

Define an isomorphism i W V ! V � by ia.u/ D �.a; u/ and obtain �0x D ih.x/,
with x 2 G , from (4.5). If we set

G �;e D fh.x/ j x 2 G g

then we obtain the following commutative diagram

G

h !!

�0

// G �

G �;e

i

OO (4.6)

Theorem 4.4 If � 2 C1C .G / is non-degenerate, e 2 G and .G ; �; e/ ¤ ;, then all
maps in (4.6) are real analytic and birational.

PROOF: For .G ; �; e/ construct h D hR;� and � D �0x according to (4.2) and
thus obtain G � N .R; �/. Now the claim follows from Theorem 4.2. }
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4 Assume once more e 2 G , � 2 C1C .G / non-degenerate and that .G ; �; e/ ¤ ;.
Then set � D �0e,

Q� W G �;e ! R; Q�.y/ D �. Qh.y//�1 (4.7)

and obtain Q� 2 C1C .G
�;e/.

Theorem 4.5 If � 2 C1C .G / is non-degenerate, e 2 G and .G ; �; e/ ¤ ;, then:

(a) Q� is non-degenerate and e 2 G �;e.

(b) Q�0y.u/ D �. Qh.y/; u/ for y 2 G �;e, Q�0e D �
0
e D � .

(c) .G �;e/ Q�;e D G .

(d) Aut.G �;e; Q�/ D Aut.G ; �/� .

(e) For every R 2 .G ; �; e/ we have R� 2 .G �;e; Q�; e/.

PROOF: (b) By the chain rule, (4.5) and Lemma 4.1 (a) it first follows for y 2
G �;e that

Q�0y.u/ D ��
0
Qh.y/
.�uy
Qh.y// D ��.y;�uy

Qh.y//:

From �. Qh.y/; y/ D �.e/ it follows that �.�uy Qh.y/; y/ D ��. Qh.y/; u/.

(a) Define H W G ! End.V / and QH W G �;e ! End.V / by H.x/v D ��vxh.x/
and QH.y/v D ��vy Qh.y/, respectively, and obtain from (4.5) and (b)

�00x.u; v/ D �.u;H.x/b/; Q�00y.u; v/ D �.u;
QH.y/v/:

Since hı Qh D id,H. Qh.y// QH.y/ D id, so thatH.x/ invertible, for x 2 G , implies
QH.y/ invertible, for y 2 G �;e.

(c) h and Qh are inverses of each other.

(d) Follows from Lemma 4.3.

(e) exp.R/ � Aut.G ; �/ implies exp.R/� � Aut.G �;e; Q�/ by (d). But by defi-
nition of R� , exp.R/� D exp.R�/. }

Corollary 1 Let � 2 C1C .G / be non-degenerate and .G ; �; e/ ¤ ;. Then Q� is
non-degenerate and .G �;e; Q�; e/ ¤ ;.

Corollary 2 For non-degenerate � 2 C1C .G /, the following are equivalent:
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(a) Aut.G ; �/ acts transitively on G .

(b) Aut.G �;e; Q�/ acts transitively on G �;e.

Corollary 3 For non-degenerate � 2 C1C .G /, we have G \ G �;e ¤ ;.

This result was proved by Ochiai [12] for regular convex cones.

These results justify calling G �;e the .�; e/-dual domain of G .

5 For non-degenerate and homogeneous � 2 C1C .G / we defined in I, §4.1 after
a choice of e 2 G a commutative algebra A.�; e/ on V with product .u; v/ 7!
A.u/v D u � v. If R 2 .G ; �; e/, then we can obtain A.�; e/ from R and R� : For
by I, §4.6

uv C u4�v D 2u � v: (4.8)

By .R�/� D R and Theorem 4.5 (e) it follows that

A. Q�; e/ D A.�; e/: (4.9)

In addition to I, Theorem 4.3, we have:

Theorem 4.6 Let � 2 C1C .G / be non-degenerate and homogeneous. If .G ; �; e/ ¤
; for some e 2 G , then the following are equivalent:

(a) h.x/ D Qh.x/ for all x in a neighborhood of e.

(b) A.�; e/ 2 .G ; �; e/.

If this is the case, then A.�; e/ is a Jordan algebra and � D �0e is A.�; e/-exact.

PROOF: (a)) (b): By Theorem 4.5 (b), � and Q� coincide on a neighborhood of e.
For R 2 .G ; �; e/, exp.R/ belongs to � .R; �/ by Lemma 1.2 (a). With Lemma
4.3 it then follows that exp.R�/ � � .R; �/ and thus �0Wx.W u/ D �0x.u/ for
W 2 exp.R�/. We obtain R� 2 .G ; �; e/, and (4.8) implies A.�; e/ 2 .G ; �; e/.

(b)) (a): Choose R D A.�; e/ and obtain h D Qh.

By I, Theorem 4.2, G is a connected component of Inv.A.�; e//, and the ex-
act denominators of x�1 and �0x.u/ D �.x�1; u/ are proportional. Thus G D

G .A.�; e/; �/ and � is exact. }

47



§5 Associative algebras

1 Our investigations so far left open which R-closed linear forms are also R-
exact, or which algebras are exact (cf. §1.3). Now we demonstrate how to treat
these questions for associative algebras. We will see that the radical of the algebra
does not cause any problems.

Let R be an associative algebra on V with identity element e and product uv D
L.u/v D R.v/u. The set J.R/ then consists precisely of the invertible elements
of R (cf. §1.1). For x 2 J.R/ let x�1 denote the inverse of x.

If � is a linear form on V , then define as in §1.2

�x.u/ D �.x
�1u/ D

1

�.x/
�x.u/; � D �� ; �.e/ D 1;

and
D.R; �/ D fx 2 V j ��.x/ ¤ 0g;

and denote by G .R; �/ the connected component of D.R; �/ that contains e.
Moreover, � .R; �/ be the group of those W 2 GL.V / for which WD.R; �/ D

D.R; �/ and

�..Wx/�1Wu/ D �.x�1u/; x 2 D.R; �/;

hold.

By the Corollary to Lemma 1.1, K.R/ consists of the R-commutative linear
forms.

Let G .R/ denote the connected component of J.R/ that contains e. For all � 2
K.R/ it follows that

J.R/ � D.R; �/ and G .R/ � G .R; �/:

Further define
� .R/ D fR.y/ j y 2 G .R/g

and observe that � .R/ is contained in Aut.G .R//, acts transitively on G .R/ and
is closed in GL.V /.

Since exp.R.u// D R.exp.u// it follows that Lie.� .R// D fR.u/ j u 2 V g.

Lemma 5.1 For all � 2 K.R/:
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(a) ��.xy/ D ��.x/��.y/ for x; y 2 R.

(b) � .R/ � Aut.G .R; �/; ��/.

(c) R 2 .G .R; �/; �; e/ if � 2 C1C .G .R; �// and �0x.u/ D �.x�1u/ for all
x 2 G .R; �/.

PROOF: (a) For � D �� , x; y 2 J.R/ we have

1

�.xy/
�xy.uy/ D �..xy/

�1.uy// D �.x�1u/ D
1

�.x/
�x.u/;

since � is commutative. Thus �.x/ is a divisor of �.xy/, so that �.xy/ D
%.y/�.x/ follows. The claim follows for x D e.

(b) Follows from (a).

(c) By definition (cf. I, §3.2), we need to show R.u/ 2 Lie.Aut.G .R; �/; �// for
all u 2 R. By �.x�1R.u/x/ D �.u/ and I, Lemma 3.1, we only need to show
R.u/ 2 Lie.Aut.G .R; �/// for all u 2 R. As exp.R.u// D R.exp.u//, this
follows from (b). }

2 Define a linear form tr by tr.u/ D trace.L.u// and obtain tr 2 K.R/. For
�.x/ D det.L.x//�1, � 2 C1C .G .R// is exploding and we have

�0x.u/ D �
u
x log det.L.x// D tr.x�1u/; x 2 G .R/:

It follows that G .R/ D G .R; tr/ and tr is R-exact. Since R.x/ 2 Aut.G .R; �//
for x 2 G .R/, Aut.G .R; �// acts transitively on G .R/ and R 2 .G .R/; �; e/.

Lemma 5.2 Every centrally-simple associative algebra is exact.

PROOF: Every R-commutative linear form is a multiple of tr. }

Remark 1 The case R D C shows that we cannot drop the assumption of cen-
trality.

3 A direct sum decomposition R D R1CR0 is called Wedderburn decomposi-
tion of R if

R is a semisimple subalgebra of R; (WZ.1)

R0 D Rad R; that is, R0 is the maximal nilpotent ideal of R: (WZ.2)
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The elements of R can be written uniquely as u D u1C u0. It is well-known that
such a Wedderburn decomposition of R exists and for every such decomposition,
e 2 R1. Moreover,

Rad R D fu 2 V j tr.uv/ D 0 for all v 2 V g

D fu 2 V j uv nilpotent for all v 2 V g:

For later use note that
G .R/ D G .R1/CR0 (5.1)

since J.R/ D J.R1/CR0 and the projection from R to R1 is continous.

Lemma 5.3 Let R D R1CR0 be a Wedderburn decomposition of R and let the
natural number k be chosen such that Rk

0 D 0 holds. For � 2 K.R/ let �1 denote
the restriction of � to R1. Then

�.logR.x// � �1.logR1
.x1// D

k�1X
mD1

.�1/m

m
�..x�11 x0/

m/; (5.2)

�.x�1u/ D �.x�11 u/ D

k�1X
mD1

�..x�11 x0/
mx�11 u/ (5.3)

for all x in a neighborhood of e and all u 2 R.

PROOF: For x in a suitable neighborhood of e we have x D x1.e C x�11 x0/ and

�.x�1u/ D �..e C x�11 x0/
�1x�11 u/ D

1X
mD0

.�1/m�m.xIu/ (1)

with
�m.xIu/ D �..x

�1
1 x0/

mx�11 u/: (2)

In addition, one easily verifies

�m.xIu/ D
.�1/m

mŠ
.�x0x1/

m�.x�11 u/: (3)

After choosing k, �m.xIu/ D 0 holds for m � k, so that with (1) and (3) it
follows that

�.x�1u/ D �.x�11 u/C

k�1X
mD1

1

mŠ
.�x0x1/

m�.x�11 u/: (4)
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With (2), this proves (5.3).

To prove (5.2), apply �ux to the difference of both sides of (5.2) and obtain, using
Lemma 1.1 (f) and (2), (3) and (4) above,

�.x�1u/ � �.x�11 u1/ �

k�1X
mD1

.�1/m.�m.xIu1/ � �m�1.xIu0//

D �0.xIu/C

k�1X
mD1

.�1/m�m.xIu/ � �0.xIu1/ �

k�1X
mD1

.�1/m.�m.xIu1/ � �m�1.xIu0//

D �0.xIu0/C

k�1X
mD1

.�1/m�m.xIu0/C

k�1X
mD1

.�1/m�m�1.xIu0/ D 0:

Thus (5.2) holds up to an additive constant ˛. But for x D e, ˛ D 0 follows. }

Corollary 1

(a) ��.x/ D ��.x1/ for all x 2 R.

(b) ��1.x1/ divides ��.x1/.

PROOF: Part (b) is clear by definition of �� and ��1 . To prove part (a), consider
(5.3), (2) and (3), and observe that ��.x/ divides a power of ��.x1/. This implies
the claim. }

Corollary 2

(a) D.R; �/ D .D.R; �/ \R1/CR0.

(b) G .R; �/ D .G .R; �/ \R1/CR0.

4 With the notation of 1. and I, §2, we set

R.R/ D R.G .R/; � .R//:

For � 2 R.R/ it follows that �.xy/ D ˛.R.y//�.x/, where x; y 2 G .R/, so that
˛.R.y// D �.y/.�.e/�1 follows. The elements of R.R/=RC thus correpsond
bijectively to the elements ofH.� .R//, the space of continuous homomorphisms
from � .R/ to RC. Clearly, R 2 .G .R/; �; e/ for all � 2 R.R/.
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Lemma 5.4 Let R D R1 C R0 be a Wedderburn decomposition of R and � 2
R.R/. Then there exists � 2 R.R1/ and � 2 R.Re CR0/ with

(a) �.x1 C x0/ D �.x1/�.e C x�11 x0/, x1 2 G .R/, x0 2 R0,

(b) �.e C x1x0/ D �.e C x0x1/, x1 2 R1, x0 2 R0.

PROOF: By (5.1), we have G .Re C R0/ D RCe C R0 � G .R/. We can thus
define �.˛e C x0/ D �.˛e C x0/ for all ˛ 2 RC, x0 2 R0. From �.x1 C x0/ D

�.x1/�.eC x
�1
1 x0/ D �.eC x0x

�1
1 �.x1/ and with �.x1/ D �.x1/, the claim now

follows. }

With Lemma 5.4, the analysis of R.R/ can be reduced to the those of R.R1/

and R.Re C R0/. The algebras of the form Re C R0 are almost nilpotent, and
these were already considered in §1.6. By the corollary to Lemma 1.3, every such
algebra is exact.

Lemma 5.5 If R D R1 ˚ : : :˚Rs is a direct sum of simple ideal Ri and �i is
defined as the absolute value of the determinant of left-multiplication in Ri , then

R.R/ D f˛��11 � � � �
�s
s j ˛ 2 R

C; �1; : : : ; �s 2 Rg:

PROOF: As G .R/ D G .R1/ C : : : C G .Rs/, we see that every � 2 R.R/ can
be written as a product of elements %i 2 G .Ri/. We may thus assume R to be
simple. In this case, R D Ke C ŒR;R� with K D R or K D C. Now we see that
�0e is uniquely determined by its values on K, and we deduce from Theorem 2.1
that � is uniquely determined by its values on G .R/ \ K. Thus we may assume
R D R or R D C. Now R.K/ is one-dimensional, so that the claim follows since
�i 2 R.R/. }

5 Now the exact associative algebras shall be determined in full generality. We
need:

Lemma 5.6 Let R D R1 C R0 be a Wedderburn decomposition of R and let
R1 D R.1/ ˚ : : :˚R.s/ be the decomposition of R1 into simple ideals. Further,
write x1 D x.1/ C : : :C x.s/, denote by � .i/ the restriction of some � 2 K.R/ to
R.i/, and let �i denote the absolute value of the determinant of left-multiplications
in R.i/. Then there exist polynomials �i on R.i/ and ˛i ; �i 2 R with

(a) ��.x/ D ��.x1/ D
Qs
iD1 �i.x

.i//,
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(b) �i.x.i/ D ˛i�i.x.i//�i ,

(c) G .R; �/ \R1 D
Ls

iD1 G .R; �/ \R.i/,

(d) G .R; �/ \R.i/ D G .R.i/; � .i// D G .R.i//, if � .i/ ¤ 0.

PROOF: (a) The first equality follows from Corollary 1 to Lemma 5.3. To prove
the second equality, deduce from Lemma 5.1 (b) that � D �� is an element in
R.R1/. Now (a) and (b) follow from Lemma 5.5. Part (c) follows from (a). For
� .i/ ¤ 0, the exact denominator �i of � .i/.x.i/�1u.i// is a power of �i according
to parts (a) and (b) above applied to R.i/. The exponent appearing here and �i
are non-zero, as otherwise � .i/ would be zero. Thus the statements �i.x.i// ¤ 0,
�i.x

.i// ¤ 0 and �i.x.i// ¤ 0 are equivalent, which proves the claim. }

Remark 1 If we equip the vector space R D Mat.n;R/ ˚ Mat.n;R/ with the
product .A˚B/. QA˚ QB/ D A QA˚ .A QB CB QA/, then R is an associative algebra
with identity element. We easily see that the given decomposition of R is a Wed-
derburn decomposition. Clearly, �.A˚ B/ D tr.B/ is an R-commutative linear
form. We obtain G .R; �/ \R1 ¤ G .R1; �1/ D R1.

Lemma 5.7 Let R D R1 C R0 be a Wedderburn decomposition of R. For
� 2 K.R/ let �1 denote the restriction of � to R1. Then: � is R-exact if and only
if �1 is R1-exact.

PROOF: Suppose the restriction �1 is R1-exact. Then %.x1/ D exp.��.logR1
.x1///

can be extended analytically to G .R1; �1/ (cf. Lemma 5.1 and Theorem 2.1). Now
deduce G .R1; �1/ � G .R; �/ \ R1 from Corollary 1 of Lemma 5.3. Since the
right-hand side of (5.2) is real-analytic on G .R; �/, � is an R-exact linear form.

Now let � be an R-exact linear form and let � be chosen as in Lemma 5.1 (c).
Then the restriction of Q� of � to G .R; �/\R1 is defined and Q�0x1.u1/ D �1.x

�1
1 u1/

holds. Now it remains to show that Q� can be extended to G .R1; �1/. For this, note
that �.R.y/x/ D �.y/

�.e/
�.x/ holds for all x 2 G .R; �/, y 2 G .R/ by Lemma

5.1. Since G .R1/ D
Ls

iD1 G .R.i// � G .R/, Q� is thus the product of maps
Q�i W G .R; �/ \ R.i/ ! RC. By Lemma 5.6 (d) we only need to consider the
case � .i/ D 0. Using Theorem 2.1 we have Q�i.x.i// D exp.�� .i/.logR.i/.x.i////

on a neighborhood of the identity element e.i/ of R.i/, so that Q�i D 1 follows on
a neighborhood of e.i/. As � and hence Q�i are real-analytic by I, Theorem 3.3, it
follows that Q�i D 1 on G .R; �/\R.i/, and Q�i can be extended to G .R.i/; � .i// D

R.i/. }
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Corollary 1 R is exact if and only if R=Rad R is exact.

PROOF: As R1 and R=Rad R are isomorphic, we only need to show that R is
exact if and only if R1 is exact. So suppose R is exact and � 2 K.R1/. Then
there exists � 2 K.R/with �1 D � . By assumption, � is exact and thus by Lemma
5.7 � is also exact. Conversely, let R1 be exact and � 2 K.R/. Then �1 is exact
by assumption and by Lemma 5.7, � is also exact. }

Theorem 5.8 An associative algebra R with identity element is exact if and only
if the simple summands of R=Rad R are central.

PROOF: By the above corollary we may assume that R is semisimple. If we write
R as a direct sum of simple ideals Ri , then we obtain a direct decomposition of
K.R/ into the sum of theK.Ri/. Thus R is exact if and only if every summand is
exact. The centrally-simple summands are exact by Lemma 5.2. If there is a non-
central simple summand, then it is isomorphic to a full matrix algebra Mat.n;C/,
taken as an algebra over R. Such an algebra is not exact, as the imaginary part of
the trace of an element is commutative, but not exact. }

6 Finally, let us consider the algebra A.�; e/ as defined in I, §4.1. Let � 2 R.R/
be non-degenerate. Then, on the one hand, R 2 .G .R/; �; e/, and on the other
hand, � D �0e is an R-commutative linear form by I, (3.2), and �0x.u/ D �.x

�1u/

holds for x 2 G .R/. We compute easily that

�000x .u; v; w/ D �.uvvu;w/:

In summary, we obtain:

Lemma 5.9 If R is an associative algebra with identity element e and � 2 R.R/
is non-degenerate, then the product of the algebra A.�; e/ is given by u � v D
1
2
.uvC vu/ for u; v 2 R. In particular, A.�; e/ is a special Jordan algebra with a

non-degenerate linear form.
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